Theory of Bouguet's MatLab Camera Calibration
Toolbox: Stereo

Yuji Oyamada

LHVRL, University

2Chair for Computer Aided Medical Procedure (CAMP)
Technische Universitat Miinchen

June 5, 2012


mailto:charmie@hvrl.ics.keio.ac.jp
http://hvrl.ics.keio.ac.jp/
http://campar.in.tum.de/

Variables
@00

Variables
Assumption:
e N cameras observing L key-points resulting M images for each
sequence.

e The cameras are fixed meaning relative positions among them
are same through the sequence.
Variables:
e a;: Intrinsic parameters of j-th camera.
e bj;: Extrinsic parameters of i-th image of j-th camera.

® Xi: k-th key-point of i-th image of j-th camera.

where
e j=1...,N
e j=1,...,.M

° k:].,...,L,'J'
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The set of extrinsic parameters {b;;} has redundancy because the
cameras are fixed.
Introduce another variable r:

e b;: Extrinsic parameters of i-th image of 1st camera.
e r;: Extrinsic parameters of j-th camera w.r.t. 1st camera.

Note that r; is equivalent to identity matrix.
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We have observation vector x and parameters vector p where

T T T T T T T
X_(Xllla"'7X11L117X1N17'"7X1NL1N7"'vXMva"'7XMNLMN)
T LT T T \T
= (X917, X175 - - s XMNs - - -5 XN)

T T T T LT T\T
p:(al,...,aN7r2,...,rN7b,...,bM)

— (xT. T \T
where x;; = (x;;, ... vxijL,-j)
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Non-linear optimization

Finds optimal parameters p as

L

M
a; ¢ H{b;}} = ar min viiedist(Riik, Xiik )
({aHEHBY) —arg | min 575" vcist(Ris x50

i=1 j=1 k=

[y

where
* Xjik = Q(aj, b;) denotes a reprojected point of x;j with
parameters a; and b;,
e a visibility term vjy = 1 iff k-th point is visible in i-th image
observed by j-th camera.
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Normal equations

JTIs=—-J"¢
where
15) 0% 0x 0%
=—=|————| =[ARB
! op [8a or 8b} [ ]
15) 15)4 15)
A= P2’ R = ' B = b
OX;; OX;; oXji
AI..:J R’..:J Bi'ziu
v 6aj’ v al’j Y 6b,~



Structure of Jacobian matriz J
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Sparse LM

e LM is suitable for minimization w.r.t. a small number of
parameters.
e The central step of LM, solving the normal equations,
e has complexity N3 in the number of parameters and
e is repeated many times.
e The normal equation matrix has a certain sparse block
structure.
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Sparse LM

Let p € RM be the parameter vector that is able to be
partitioned into parameter vectors asp=(a',b")".

Given a measurement vector x € RV

Let >, be the covariance matrix for the measurement vector.
A general function f : RM — RN takes p to the estimated
measurement vector X = f(p).

€ denotes the difference x — X between the measured and the
estimated vectors.
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Sparse LM

The set of equations J& = € solved as the central step in the LM
has the form

16 = [AB] (gb> —e

Then, the normal equations J7 3,736 = J7 3" € to be solved
at each step of LM are of the form

ATZ;IAATZ;IB] ( 5, > _ ( ATE;16>

B"Y,'A|B'Y,'B dp B'Y e
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Sparse LM

Let
cU=ATY A
sW=A"TY'B
«.V=B'Y/'B

and -* denotes augmented matrix by .
The normal equations are rewritten as

U W] /8,\ [ea

W' v \6,)  \es

. U —WVIWT 0] /8,  [ea— WV leg
w’ V¥ \dp/) €B

This results in the elimination of the top right hand block.
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Sparse LM
The top half of this set of equations is

(U* — WV IWT)§, = 4 — WV Lep

Subsequently, the value of §, may be found by back-substitution,
giving

V*(ib — €EB — WTda
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Sparse LM

p=(a',b")T, wherea=(fc", cc',alphac’, kc") and
b= ({omc.i" Tc.i"})T
The Jacobian matrix is
ox ox 0%
= 2= AB

= op =

0x ox 0% 0x ox
[(Wc’ dcc’ Balpha_c’ 8/«:]
ox ox ox ox ox ox ox
B [aomcl’ dTc 1’ ' domc.idTci  domc_NOTc_N
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Sparse LM

The normal equation is rewritten as

(8] 8en) s, 21

N N
Y ATA; D AB;
— iill i=1

N
> B/A; ) B/B;
i=1

i=1

.
+ Al A,,:—[A 6*]
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Sparse LM
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Sparse LM
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Sparse LM

When each image has different number of corresponding points
(M; # M;, if i # j), each A; and B; have different size as

[_dzl dyr ... dny,  dyny ] {4@01 dyr ..., dory _dyar, ]

dfe(1) dfc(1) dkc(5) dke(5) domc_1(1) domc_1(1) dTc_ 1(3) dTc-1(3)

[ﬂ_‘iL.........%dyMl ] {L_‘iLM dyary ]
dfc(1) dfe(1) dkc(5) dkc(5) domc_1(1) domc_1(1) dTc 1(3) dTc- 1(3)

[d:l dy, . dea dyMl]{ dzy dy, deny  dyny ]
dfc(1) dfe(1) dkc(5) dkc(5) dome_1(1) dome_1(1) ~~ dTc_1(3) dTc_1(3)
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Sparse LM

However, the difference does not matter because

ATA € R%nt ot
ATB ¢ Rt dex
B'A ¢ Rt
BB g R%xxdex

where d;,¢ denotes dimension of intrinsic params and d.y denotes
dimension of extrinsic params.
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