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ABSTRACT
In this paper, we propose a method for arbitrary view generation from multiple view images taken with uncalibrated camera system. In Projective Grid Space (PGS), that is the three dimensional space which is defined by epipolar geometry between the two basis cameras in the multiple cameras, we reconstruct three dimensional shape model from the silhouette images of the multiple cameras. For the shape reconstruction in the PGS, the multiple cameras do not have to be fully calibrated, but the fundamental matrices of every camera to the two basis cameras must be collected. By using the three dimensional model reconstructed in the PGS, we can obtain the point correspondence between arbitrary pair of images which can generate the image of arbitrary view between the pair of images.
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1. INTRODUCTION
The technology of 3D shape modeling and rendering from multiple view images has recently been intensely researched, mainly because of advances of computation power and capacity of data handling. Research in 3D shape reconstruction from multiple view images conventionally been applied in robot vision and machine vision systems, in which the reconstructed 3D shape is used for recognizing the real scene structure and object shape. However, in field of computer vision and computer graphics, these researches applied to arbitrary view generation from multiple view images have been conventionally conducted too.

These works can be broken down into two basic groups: generating new view images from 3D structure models that are reconstructed from the information taken in the computer with some techniques (so called "model based rendering"), and generating new view images directly from multiple input images (so called "image based rendering"). Model based rendering needs 3D structure model as input data. 3D reconstruction using volumetric integration of range images such as Hilton et al.,7 Curless and Levoy,4 Masuda and Yokoya,12 and Wheeler et al.20 led several approaches to recovering global 3D geometry. Most of this work relies on direct range-scanning hardware, which is relatively slow and costly for dynamic multiple sensor modeling system.

Image-based rendering has also seen significant development. Katayama et. al.8 demonstrated that images from dense set of viewing positions on a plane can be directly used to generate images for arbitrary viewing positions. Levoy and Hanna11 and Gottlieb et al.6 extend this concept to construct a four-dimensional field representing all light rays passing through a 3D surface. New view generation is posed as computing the correct 2D cross section of the field of the light rays. A major problem of with these approaches is that thousands of real images may be required to generate new views realistically, therefore making the extension to dynamic scene modeling impractical.

For the purpose of virtualizing the dynamic events, we research on generating arbitrary view images from multiple images, which are taken from several 10 CCD cameras. Generally, 3D reconstruction from multiple camera system requires strong calibration for each camera.5,8,10 For calibrating cameras, 3D position in Euclidian space of several points and 2D position on each view images of those points must be measured precisely. For this reason, when there are many cameras, much effort is needed to calibrate every camera. In the case of large space, it is difficult to set many calibrating points precisely throughout the large area.

In this paper, we propose the method to reconstruct the 3D shape models from uncalibrated multiple cameras in the "Projective Grid Space ", which is based on the epipolar geometry between each camera.14 We reconstruct 3D shape model in the projective grid space applying to the shape from silhouette (SS) method, and generate arbitrary
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view images based on the 3D shape model. Furthermore, we propose a method for merging the floor plane of the background, which is removed when the SS method is performed in the PGS. We demonstrate the proposed framework by showing several virtual image sequences, which is generated by applying to the real images from uncalibrated nine cameras.

2. 3D SHAPE MODEL RECONSTRUCTION

Generally, reconstructing 3D shape model from multiple view images requires correspondence between any 3D scene points and their projected points onto each image plane. Therefore, for corresponding between any 3D scene point and each image plane, current techniques need to estimate the projection matrices for every camera. It is equivalent to camera calibration.

In our method, 3D point is related to 2D image point without estimating the projection matrices by "Projective Grid Space (PGS)"14", which can be determined by only a fundamental matrix21 representing the epipolar geometry between two basis cameras. Applying PGS enables 3D reconstruction from multiple images without estimating the projection matrices of each camera.

Under the framework of PGS, we reconstruct 3D shape model by shape from silhouette (SS) method. The point on the image plane to which the 3D position in the PGS projects is decided by only the fundamental matrix between each camera. The object region can be determined by checking if the projected PGS point is included in each silhouette or not, and then 3D model is reconstructed from the object region. In the following subsections, we explain the details of the procedure.

2.1. Projective Grid Space

Projective Grid Space is defined as follows. Two view images are selected as the basis of the projective grid space. Each pixel point $(p, q)$ in the first image defines one grid line in the space. On the grid line, grid node points are defined by horizontal position $r$ in the second image. Since fundamental matrix $F_{12}$, limits the position in the second basis view on the epipolar line $l$, $r$ is sufficient for defining the grid point. In this way, the projective grid space can be defined by two basis view images, of which node points are represented by $(p, q, r)$.

![Figure 1. Definition of projective grid. The point $A(p, q, r)$ on the projective grid space is projected to $a_1(p, q)$ and $a_2(r, s)$ on the first and second basis view.](image)

2.2. 3D Shape Model Reconstruction

In our proposed method, 3D shape model is reconstructed by Shape from Silhouette (SS) method. In the conventional SS method, each voxel in a certain Euclidean space must be projected onto every silhouette image with projection matrices, which are calculated by strong Euclidean calibration of every camera, for checking if the voxel is included in the object region.

In our method, the SS method is implemented in PGS so that Euclidean calibration is not required. Every point in the PGS is projected onto each silhouette image with fundamental matrices. At least, eight correspondence points
between two images decide the fundamental matrix, therefore we are able to obtain it more easily than the camera parameters.

The fundamental matrix represents epipolar geometry between two images. As described in the previous section, the PGS is defined by two basis views, and the point in the PGS is represented as \( A(p, q, r) \). The point \( A(p, q, r) \) is projected onto \( a_1(p, q) \) and \( a_2(s, r) \) in the first basis image and the second basis image, respectively. The point \( a_1 \) is projected as the epipolar line \( l \) on the second basis view. The point \( a_2 \) on the projected line (figure 1), is expressed as

\[
l = F_{21} \begin{bmatrix} p \\ q \\ 1 \end{bmatrix}
\]  

where \( F_{21} \) represents the fundamental matrix between the first and second images.

The projected point in \( i \)th arbitrary real image is determined two fundamental matrices, \( F_{1i}, F_{2i} \) between two basis images and \( i \)th image. Since \( A(p, q, r) \) is projected onto \( a_1(p, q) \) in the first basis image, the projected point in the \( i \)th image must be on the epipolar line \( l_1 \) of \( a_1(p, q) \), which is derived by the \( F_{1i} \) as

\[
l_1 = F_{1i} \begin{bmatrix} p \\ q \\ 1 \end{bmatrix}
\]

In the same way, the projected point in the \( i \)th image must be on the epipolar line \( l_2 \) of \( a_2(s, r) \) in the basis image, which is derived by the \( F_{2i} \) as

\[
l_2 = F_{2i} \begin{bmatrix} r \\ s \\ 1 \end{bmatrix}
\]

The intersection point between the epipolar line \( l_1 \) and \( l_2 \) is the projected point \( A(p, q, r) \) onto the \( i \)th image. (figure 2) In this way, every projective grid point is projected onto every image, where the relationship can be represented by only the fundamental matrices between the image and two basis images.

The process of SS method for reconstructing 3D shape model is as follows. A certain region is determined in the projective grid space, and every voxel in that region projects onto each silhouette image with proposed scheme as shown figure 3. The voxel that is projected onto the object silhouette for all images is decided as existent voxel, while others are nonexistent. Thus the volume of the object can be determined in the voxel represented in PGS.
Figure 3. The shape from silhouette process. The voxel projected not onto the object region is removed.

In this process, using the advantage of our method can reduce the amount of calculation. Since the vertical and horizontal coordinate of the first basis view image are equivalent to P and Q coordinate of the PGS, any calculation involving f-matrix is not required to project each voxel onto the first basis view image. In the second basis view image, the projected point is decided by calculating only one f-matrix multiply for determining epipolar line, this implies that projection calculation onto second basis view becomes half compared with projecting the other images. For this reason, checking the voxel and removing the unnecessary voxel one image after another, in order of basis view 1, basis view 2, and the other view image, the amount of calculation can be reduced drastically.

After this existent voxel determination, implicit surface of the voxel representation of the object is extracted by "Marching Cubes". Finally, the object model is reconstructed as the surface representation in the PGS.

3. ARBITRARY VIEW GENERATION

There are two ways to generate the arbitrary view image from 3D model shape model, that is texture mapping on the 3D Shape model,19 and the morphing from correspondence of some images. The reconstructed projective shape model provides dense correspondence maps between arbitrary views of input images, so that they can be used for the latter procedure. In the former procedure, the texture of the images are projected onto the 3D model, then re-projected onto the image again. In this procedure, however, the generated images are suffered from rendering artifact caused by the inaccuracy of 3D shape.

Therefore we apply the latter procedure to generate arbitrary view images.

3.1. Arbitrary View Generation

Arbitrary view image is synthesized as intermediate images of selected two input view images. For generating arbitrary view image, we take the two-step algorithm, where depth image is rendered at intermediate point between two input views with z-buffer algorithm, and these rendered images are blended with the correspondence maps that is computed by using the reconstructed 3D shape model.

To apply the z-buffer algorithm to render the 3D model at the input views, the surface of 3D model that reflect on the input views is decided. In the z-buffer of each pixel, the distance between the viewpoint and the closest surface point is stored, and the stored distances are used for deciding the occluded region in blending step.

Next, intermediate images of two input views are synthesized by interpolating two rendered images. The interpolation is based on the related concepts of "view interpolation" and "view morphing", in which the position and color of every pixel are interpolated from the corresponding points in two images. The following equations are applied to the interpolation:

\[ P_i = w_1 P + w_2 P' \]  \hspace{1cm} (4)

\[ I_i(P_i) = w_1 I(P) + w_2 I'(P') \]  \hspace{1cm} (5)
$P$ and $P'$ are the position of the corresponding points in the two views, $I(P)$ and $I'(P')$ are the colors of the corresponding points, and $P_i$ and $I(P_i)$ are the interpolated position and color. The interpolation weighting factors are represented by $w_1$ and $w_2$ ($w_1 + w_2 = 1$).

This interpolating method requires consistent correspondence between two images. However, there is the case that some points in one image cannot be seen in another image. In this case, the position on the interpolating image of such point is derived by equation (5), and the color is decided on the value of visible point. The distance image stored by the z-buffer algorithm is used for deciding the point visibility.

3.2. Camera Position in Projective Grid Space

In the previous procedure, z-buffer algorithm requires camera position in projective grid space. The fundamental matrix provides sufficient information about the relative camera position of the camera center, which can be derived from that matrix.

We can obtain the position of camera in the coordinate of $(p,q,r)$ as shown in figure 4. In this coordinate, camera position of the first basis camera $C1$ is $(p_1, q_1, c12_1)$, where $(p_1, q_1)$ is camera center in the first basis view in second basis view, and $c12_1$ is $r$ component of the epipole of first basis view in second basis view, $c12$. In the same way, camera position of the second basis camera $C2$ is $(c21_p, c21_q, c21_r)$, where $(c21_p, c21_q, c21_r)$ is the epipole of the second basis view in the first basis view $c21$.

For $i$th camera, we can obtain epipoles $ci1$ and $ci2$ in the first and second basis views, respectively. Therefore, the position of $i$th camera is $(ci1_p, ci1_q, ci1_r)$, which is derived from fundamental matrices, every camera position in the $(p,q,r)$ coordinate can be obtained from only fundamental matrices.

![Figure 4. Camera position in the projective grid space.](image)

3.3. Synthesizing the Floor Plane

We also propose the method to synthesize the background such as a floor plane in this projective method. Since floor plane is removed at the step of making the silhouette image, SS method only provides 3D shape of the object without background. For generating more realistic images, we synthesize a floor plane image that is combined with the foreground.

Since the coordinate axes of the projective grid space are defined by two basis cameras, a line and a plane in the PGS can not be represented by the equation of Euclidian grid space. Context and geometric relation are conserved, when we project the image object on to PGS and re-project it onto image. Taking into account this feature, we synthesize the floor plane from more than three points that are picked out from the real background image. In the following, we explain the details of the procedure.

Several correspondence points on the floor region between the two basis view images are picked out as shown figure 5. From the definition of the PGS, the coordinate of a correspondence point $A$ is $A1(x_1,y_1)$ on the first basis view, and $A2(x2,y2)$ on the second basis view, then the coordinate of $A$ in the PGS becomes $A(x1, y1, x2)$. Since the coordinate of a point in the PGS is fixed, the point can be projected onto every input view images with the fundamental matrices, in the same way stated before.
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Figure 5. Pointing the correspondence points between the two basis view images.

Figure 6. Project the vertex of Delauney triangles onto the other view image by fundamental matrices.

The points on the floor are triangulated for representing the floor plane by using the Delauney triangulation in the first basis view image. The vertices of the triangle mesh are project onto two interpolating background image with fundamental matrices as shown figure 6.

Figure 7. Generating the floor plane on the arbitrary view image.

The positions of vertices of a triangle mesh on the arbitrary view image are decided by the position on the two background images as shown figure 7, which is in the same way expressed in equation 4. Affine matrix between arbitrary view image and each background images is calculated for each triangle mesh. Inside the region of each
triangle of the arbitrary view image is interpolated with the affine transformation. The color of each pixel is also
determined by interpolating that of the corresponding points on each background images in the same way of equation 5.
Finally, the floor plane of arbitrary view image is constructed by integrating those triangle meshes.

For making the arbitrary view images, it is requires to synthesize the object region and the floor region separately.
Both of them cannot be rendered simultaneously, because each rendering method is different. However, it is clear
that the floor plane is behind the object, therefore the floor plane is rendered first, and the object is rendered over there.

4. EXPERIMENTAL RESULT

We applied the proposed method to real image sequence of which we took pictures with nine cameras that settled
on the wall and ceiling of the B-con Plaza hall in Beppu, Oita, Japan. One camera was settled on the ceiling and
eight cameras were on the wall. We applied our method to a number of frames out of the image sequence taken those
cameras, 3D models were reconstructed each frame, and arbitrary view images around the object were synthesized.
The size of an image is 640 times 480 pixels, RGB format. The example of input real images are shown figure 8.
The silhouette images were generated background subtraction, and 3D shape model was reconstructed in the PGS
by the proposal method. The 3D shape model in the representation of orthographic grid space, which is seen from
the arbitrary view, are shown figure 9, and figure 10.

![Figure 8. The example of input real images.](image)

The interpolated arbitrary view images of each real view images with changing weighting factor are shown in
figure 11. Four images of the top and the bottom are real view images, and number of the images is shown the
camera numbers. Other images are interpolated view images of each side images changing the weighting factor.

The sequence of the interpolated view images under the interpolate weight 0.7, are shown figure 12. The real
image sequence of the camera2 and camera3 are shown each side of figure 12. The centers are interpolated images
of each side images. Although some noises are appeared at the boundary of the objects, most of the texture on the
ball and the player in the virtual view are correct. The noise on the boundary, it seems that which is caused by the
difference between the silhouette of the object and real object region.

5. CONCLUSIONS

We proposed a method for reconstructing the 3D shape model in the projective grid space and generating the arbitrary
view image from the multiple image sequences taken with uncalibrated cameras. The projective grid space can be
defined with two basis views, whose relationship is represented by a fundamental matrix. The grid points in the
space are related to an arbitrary image by fundamental matrices between the image and the two basis views. In this
framework for virtual view generation, we do not take into account the geometrical correctness of the interpolated
virtual view because we currently only use simple correspondences interpolation between images. However, as Scitz
et al.\(^{16}\) pointed out in view morphing such simple correspondence interpolation cannot correctly interpolate the
geometry of the views. For more realistic new view generation, such correctness of the geometry has to be considered
also.
Figure 9. Frame 1. Reconstructed projective shape in the representation of orthographic grid space.

Figure 10. Frame 10. Reconstructed projective shape in the representation of orthographic grid space.
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Figure 11. Synthesized intermediate view images between each two images.
**Figure 12.** Synthesized intermediate view images between each side images.