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Abstract

Soccer, one of the popular sports around the world, is of-
ten broadcasted on TV, and various researches have done
on soccer scene images such as strategy analysis, scene re-
covery, automatic indexing of soccer scenes, and automatic
intelligent sports casting. As robust player tracking is fun-
damental to those researches, there is a demand for an au-
tomatic player tracking system using soccer imaging data.
In this paper, we propose a method of tracking soccer play-
ers using multiple views. Tracking is done by integrating the
tracking data from all cameras, using the geometrical rela-
tionship between cameras called homography. Integrating
information from all cameras enables stable tracking on the
scene, where the tracking by a single camera often fails in
the case of occlusion.

1. Introduction

Soccer is one of the sports that draw a lot of inter-
est around the world, and sports programs targeting soc-
cer are often broadcasted on television. Various researches
have done on soccer scene analysis such as strategy un-
derstanding, intelligent robot camera in TV programming
production[4], and making 3D images which help to un-
derstand the situation and experience exciting scenes of the
soccer game.

In soccer scene analysis by image processing, it is desir-
able to get accurate positions of the players that changes
on the ground with time. In most of the researches of
player tracking[1, 2, 5, 6, 7, 8], some observing informa-
tion such as texture, color, and shape are used for tracking,
and there are researches that estimate motion of the play-
ers by Kalman filter. Color based template matching is one
of the common methods to deal with the occlusion prob-
lem.

In many of those researches, tracking is done by using
a single camera[1, 5, 6, 8]. Multiple cameras will be effec-
tive for tracking in crowded scene [2, 3]. Mutiple cameras
can also be used to show the player positions in 3D space
and player information from other cameras are not used for
tracking[7].

In this paper, we will propose a method for parallel track-
ing of all soccer players on the ground using multiple view
images taken by fixed cameras. Positions of players are de-
tected in each camera, and then the detected positions are
projected onto the virtual top-view image via homography
of the ground between the camera image and the top-view
image. By integrating the detected positions in all cameras,
all players can robustly be tracked.

2. System Environment

Cameras are located around the soccer ground to cover
all the area, and are lined up relatively equal, set at both
sides of the ground. Figure 1 is an example of the system en-
vironment. Theoretically it is possible to track players if the
tracking area is taken by any camera, however system envi-
ronment like Figure 1 is recommended.

Figure 1. System environment
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Figure 2. Flow of tracking

Figure 3. Homography

3. Tracking

Figure 2 shows the flow of the player tracking. First,
inner-camera operation is performed independently in each
camera to detect the features of the extracted player regions
in each camera image. Then, those features of all the cam-
eras are integrated in inter-camera operation for obtaining
trajectory of players.

3.1. Inner-camera operation

First, background subtraction is done on an input image
to extract player regions, and binary image is made by us-
ing thresholds of intensity and area with noise removal and
smoothing. Then each region of the player is labeled and
extracted. For each extracted player-region, its center, (x, y)
coordinate of which the y-value is the largest, which is equal
to the foot coordinate, length, width, and area are computed
as player features.

3.2. Inter-camera operation

Tracking is done in inter-camera operation by integrat-
ing the foot position of the extracted players in inner-camera
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Figure 4. Virtual ground image.

operation. Player positions on the virtual ground image
from the upper-view are computed every frame.

3.2.1. Homography Looking at the point X on the plane
S in 3D space from 2 cameras C1 and C2 like Figure 3, re-
lationship between the point x1 and the point x2 on the
camera images s1 and s2 is shown as 1. 3×3 matrix H
is called Homography, which means the planar projective
transformation, and is unique for each plane in 3D space.
Homography is computed using more than 4 corresponding
pairs of points between 2 camera images, and gives one-to-
one correspondence of points.
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3.2.2. Projection of player position Foot positions of all
the players detected in inner-camera operation are projected
on the virtual ground image from the upper-view using the
relationship of homography as soccer ground is a plane.
Figure 4 shows an example of the projected points on the
virtual ground image. The projected positions on the vir-
tual ground image are represented as pp. The number of
pp is equal to total number of detected players in all cam-
eras.

Homography matrices between the virtual ground image
and the camera images are computed beforehand, using 10
to 20 corresponding points such as corners of the penalty
area and foot positions of the players.

3.2.3. Clustering Since the detected position by the
inner-camera operation includes some errors, we cor-
rect the player trajectory by integrating the detected
position in all cameras by clustering the projected posi-
tions pp on the virtual ground image.

In our method, clustering means to sort the projected
player positions pp into the player positions estimated from
the trajectory in the previous frames by Kalman filtering,
which are represented as pe on the virtual ground image.
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(a) player ID no.8 (b) player ID no.19 (c) player ID no.25

Figure 5. Trajectory of the players

(a) camera 3 (b) camera 4

(c) camera 12 (d) camera 13

Figure 6. tracking in each camera image

This clustering is equal to find which player the projected
point belongs to. The number of the estimated positions
pe depends on that of players started to track in the ini-
tial frame. The player positions in the initial frame are given
manually on the virtual ground image. The following is how
the clustering works in each frame.

1 For each projected position pp, find the closest esti-

mated position pe with the following two conditions,
and then make the projected point pp belong to the
closest estimated position pe. The first condition is that
only one projected point pp from one camera belongs
to one estimated position pe of the player. The second
one is that if the distance is above the threshold, the
projected point pp does not belong to any estimated
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position pe.

2 For each estimated position pe, calculate the centroid
of the projected points pp which belong to the esti-
mated position pe.

3 Update the estimated positions pe with the centroids,
and repeat 1,2 as the mean strain converges.

Finally, the centroids of the projected points are the
player positions in the current frame.

3.2.4. Detection of missing player When the scene is too
crowded with the players, foot positions of some players are
not detected in any of the camera images, and are not pro-
jected to a virtual ground image. Then no projected point
would belong to the estimated position of such player, so
the estimated position is not updated. However the occlu-
sion passes off as the player moves, and the projected point
of the player appears on the virtual ground image which en-
ables to track the player again.

4. Experimental results

Inputs are the image sequences of the soccer game in the
multiple-view points. They are digitized of 720×480 pix-
els, RGB 24 bit and 15 frame/sec. Experiment is done in a
scene of 500 frames, taken by 15 cameras like in Figure 1,
and 22 players and 3 referees are tracked.

14 out of 25 are tracked perfectly through the scene of
500 frames. Each player has its own ID number given in
the initial frame. The ID number is sometimes replaced by
the other ID number when the scene is too crowded with
the players. The replacement has occurred about 10 times
for the other 11 players, however the trajectory of the play-
ers in the scene can be obtained by correcting the ID num-
bers manually.

As shown in Figure 5, players are tracked robustly for
500 frames. Figure 6 shows the player tracking in 4 cam-
era images in a certain frame. Looking at the player IDs 4,
8, and 9, occlusion has occurred in camera 3 and 4. How-
ever as these players stay apart in camera 12, it is possible to
detect the foot positions in inner-camera operation. In cam-
era 13, foot position of the player of ID no.4 is detected.
Therefore although the occlusion occurs in some cameras,
tracking is stably done on the virtual ground image by using
the player information from the cameras in which the occlu-
sion is not occurred. Much the same is true for the players
of ID no.2 and 6 in Figure 5.

We also compare the performance of the tracking of the
proposed method with the method presented in [2], in which
the trajectory of the players are corrected by checking the
consistency of the detected position between two cameras,
rather than clustering the detected positions in all cameras
on the virtual ground image. In this comparison, we try to
track 16 players from 8 camera images of 100 frames. While

the proposed method in this paper perfectly tracks all 16
players in all 100 frames, the method presented in [2] fails
tracking of 5 players. This suggests that the clustering on
the virtual ground image is effective to robust tracking of
players.

5. Conclusion

Experimental results show that the robust player track-
ing is done, and the trajectory of all the players on the vir-
tual ground image is available. The results show the useful-
ness of a new method for player tracking, which uses ho-
mography that represents the geometrical relationship be-
tween cameras calculated from only a weak calibration, and
integrates the player information of multiple cameras on the
virtual ground image.

By having the trajectory of all the players in the soc-
cer scene, it could be used in some applications such as
strategy analysis, scene recovery, and control of the cam-
era when making a TV program and so on. As the need to
track players automatically and to get their accurate loca-
tions is high in soccer scene analysis, it is considered that
application of this method is various.
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