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Abstract

This paper presents a vision-based registration method for
Augmented Reality by merging multiple planar markers,
which are placed at arbitrary positions and poses. In our
approach, we use planar markers like AR-Toolkit markers.
We need no information about geometrical relationship of
the markers while most of marker-based approaches require
the measurement of the markers’ 3D positions and poses.
Thus we can implement an AR system very easily without
time-consuming calibration of markers and a camera.

In the proposed registration method, we assign a 3D co-
ordinate system for each marker independently, and com-
pute a projection matrix between each marker’s 3D coor-
dinate system and the input image coordinate system. For
merging all markers’ 3D coordinate, we construct a pro-
jective 3D space defined by projective geometry between
two reference images which are selected while the on-line
process automatically. This merging process enables to use
the multiple markers at arbitrary positions and poses, and
also to reduce errors in registration. For demonstrating the
effectiveness of the proposed method, we implement a real-
time on-line AR system. Virtual objects are superimposed
onto input image sequences that are captured with a handy
camera. Since the multiple markers are placed in the wide
area, the virtual objects can move around the real world
widely. Moreover, the registration can be carried out sta-
bly, because the markers face to various directions and some
of them can be always recognized from most view points.

Keywords: Augmented Reality, Mixed Reality, vision-
based registration, projective space, multiple planar mark-
ers, AR-Toolkit

1. Introduction

Augmented Reality(AR)/Mixed Reality(MR) is a tech-
nique for overlaying virtual objects onto the real world. We
can see the virtual objects as if they really exist in the real
world, so AR can provide users more effective views [1, 2].
In AR, one of the most important issues is geometrical reg-
istration between the real world and the virtual world. For
such registration, it is required to measure camera motions
(corresponding to user’s view) precisely.

The registration methods are divided into sensor-based
approach and vision-based approach. By using some sen-
sors (such as magnetic or gyro), the registration is stable
against a various illumination conditions and rapid motion
of cameras [21, 15]. However, the rotations and translations
of the camera obtained only from the sensors are not accu-
rate enough to achieve complete geometrical registration of
virtual objects in AR. Furthermore, the use of sensors has
some limitations in practice: user’s movable area, pertur-
bation caused by the using environment, and so on.

In contrast, vision-based registration does not require
any special devices except cameras, thus a lot of methods
have been proposed. The vision-based approaches are also
divided into marker-based approach and using natural fea-
tures approach. Using natural features, the augmentation
is realized very naturally [16, 20, 5]. However, it is not
easy to construct a robust on-line system, because exact
recognition of natural features in real-time is hard task and
registration jitters are often caused. It is also true that only
few features are available for registration in the real world.
Since construction of an on-line system is very important
issue in AR, we focus on marker-based approach.

Marker-based approach is one of the most accurate meth-
ods. Especially, “AR-Toolkit” [4, 3] is very popular and
highly-used tool for simple implementation of an on-line
AR system [17, 7, 6]. Although such marker-based regis-
tration method is very easy way to realize an AR system,
the camera’s movable area is limited to the area where the
camera (user) can see the marker in using only one marker.
Moreover, when the marker cannot be recognized properly
because of a change in its visibility, the registration of vir-
tual objects is getting unstable.

In order to solve such problem, using multiple mark-
ers is a popular way. However, in order to use multiple
markers, it is necessary to know their geometrical arrange-
ment of the markers in advance such as their positions
and poses [13, 11, 9, 10, 8]. In [13], they need the po-
sition and pose of a square marker and the position of a
point marker in advance. In [11], they proposed marker-
less registration method by setting up a learning process.
In the learning process, however, the markers’ geometrical
information is required for learning the markers. In most
cases, the task for the measurement of such information
is implemented manually. However this task is very time-
consuming and not sufficiently accurate. Kotake et al. [14]
proposed a marker-calibration method combining multiple
planar markers with bundle adjustment. Although they
does not require a precise measurement of the markers, they
need a priori knowledge of the markers such as qualitative
information to compute markers’ geometrical information
from a set of images by bundle adjustment, e.g. multiple
markers are coplanar.

In this paper, we propose a vision-based registration
method using multiple markers without their geometrical
placement and implement a real-time on-line AR system.
This means that the markers can be placed at arbitrary
positions and poses. In order to realize such a system, we
employ the algorithm of merging arbitrary multiple planes
[22]. In this method [22], using multiple planar structures
in the real world, a projection matrix that relates the real
world with each plane is computed for each plane. Then all
the projection matrices for all planes are merged into one
transformation matrix via a projective 3D space.

Table 1 shows the comparison of characteristic of the pro-
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Table 1: Comparison of characteristic of the proposed
method and related works using multiple planar structures.

arrangement online visual frame by frame
of planes /off-line features processing

[18] perpendicular on-line natural possible

[19] arbitrary off-line natural impossible

[14]
a priori

on-line marker possible
knowledge

[22] arbitrary off-line natural possible

proposed
arbitrary on-line marker possible

method

posed method and related works. In [18], they use multiple
natural planes in on-line system, however, there is a restric-
tion that the planes need to be perpendicular to a reference
plane. Although there is no restriction about arrangement
of the planes in [19], the geometrical relationship of the
planes is computed by bundle adjustment which should be
carried out over all frames. In [14], a priori knowledge of
the markers is required as mentioned previously. On the
other hand, [22] does not require any geometrical place-
ment information about the planes and can estimate the
relationship between the real world and the input image
frame by frame. However, automatic recognition of natural
planes is very hard task, the experiments in [22] are just
off-line process.

Therefore, we apply [22] algorithm to the multiple mark-
ers and construct a real-time on-line system in this paper.
Using markers instead of natural planes, we can recognize
the planar regions automatically and easily estimate the
extrinsic parameters of a camera at every frame. Of course
the markers can be arranged at any positions and poses,
so our system can be implemented easily without advance
preparation.

2. Overview

In this section, we introduce the algorithm of merging ar-
bitrary multiple planes [22] and how to apply it to the pro-
posed system. Fig. 1 describes an overview of our proposed
approach. We assume that there are multiple planar mark-
ers without any information on their positions and poses in
the object scene. First, a 3D coordinate system is assigned
for each plane appeared in input images independently.
Then a projection matrix Pi that relates each plane’s 3D co-
ordinate system i to the input image is computed by a pla-
nar homography for each plane. The subscript i is a plane’s
id number (1 ≤i≤n). Since those projection matrices are
computed from the coordinate systems that are defined by
the planes without geometrical relationship each other, we
need to find the relationship among all the coordinate sys-
tems for merging them. For estimating the relationships,
a projective 3D space is defined only by the projective ge-
ometry of two reference images, so it does not depend on
any plane’s 3D coordinate system. The relationship among
the three coordinate systems, the real world, the projective
space, and the input image, is shown in fig. 2.

After the projective space is constructed, a transforma-
tion matrix T

WP

i between each plane’s coordinate system
i and the projective space can be computed. Using Pi and

Figure 2: Relationship among three coordinate systems.

T
WP

i , another transformation T
PI

i is computed, which re-
lates the projective space to the input images respectively.
These transformations relate between the same two coor-
dinate systems (projective space → input images), so it
is possible to merge T

WP

i . After merging process, virtual
objects are aligned at accurate positions and poses by the
merged T

PI .
In this paper, the input image sequence is taken by a

handy camera with pre-calibrated intrinsic parameters. We
assign a 3D coordinate system for each markers, and a
projection matrix is computed from each marker indepen-
dently, which relates each marker’s 3D coordinate system i
to the input image’s 2D coordinate system. Then we select
two reference images automatically in order to construct a
projective 3D space. Since this projective space is defined
by the projective geometry of these reference images, se-
lection of the reference images is very important process
to construct a good projective space. We also achieve this
process on-line. Once the projective space is constructed,
T

WP

i and T
PI

i are computed. Then T
PI

i are merged into
one transformation matrix T

PI . Then virtual objects are
superimposed onto the input images and rendered as the
output images. In sec. 3, we describe a detailed theory of
the registration method used in this paper.

3. Registration Method

In this paper, registration means to estimate the extrinsic
parameters of a camera at every frame, and align virtual
objects according to the parameters.

3.1. Construction of Projective Space

The projective space used for merging process is based
on the concept of “projective reconstruction” as shown in
fig. 3. This space is constructed by two reference images.

By epipolar geometry between the two reference images
(cameras), each relationship between the projective space
and the reference images is represented as follows respec-
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Figure 1: Overview of our approach.

Figure 3: Projective space by projective reconstruction.

tively,

TA =[I |0] , TB =

»
−

[eB]
×

FAB

‖eB‖2
| eB

–
(1)

where, FAB is a fundamental matrix from the image A to
B, eB is an epipole on the image B, and [eB]

×
is the skew-

symmetric matrix [12]. How to select the two reference
images and compute FAB will be explained in sec. 3.6.

If XW is a point in the real 3D world, this point XW

is projected to the reference images as XA(uA, vA) and
XB(uB, vB) respectively. Then XA and XB are trans-
formed to a point XP (p, q, r) in the projective space by
next equation,

2
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t
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B − uBt
3

B

t
2

B − vBt
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B

3
75 XP = 0 (2)

where, t
j is the j th row vector of the matrix TA and TB .

XP is obtained by the singular value decomposition of this
4×4 matrix. The projective space coordinate system is
related to the real 3D world coordinate system through the
two reference image coordinate systems in this way.

3.2. Computation of Projection Matrix Pi

First, we assign a 3D coordinate system for each marker in-
dependently, as shown in fig. 4. From the image sequence
captured by a calibrated camera, we compute the extrinsic
parameters of the camera for each marker’s 3D coordinate
system frame by frame. For computing the parameters, we
employ the algorithm of AR-Toolkit [4, 3]. Since we assume
that the intrinsic parameters are already known, when the
extrinsic parameters are obtained in a frame, we can com-
pute a projection matrix Pi for each marker i, which relates
each 3D coordinate system to the frame.

Figure 4: Example of markers 3D coordinate systems.

3.3. Computation of T
WP

i

As previously mentioned in sec. 3.1, a point XW (X, Y, Z)
in the real world is transformed to a point XP (p, q, r) in
the projective space by eq. (2). Since a transformation ma-
trix T

WP

i , which relates each marker’s coordinate to the
projective space, is 4×4 matrix, we can compute it from
five or more corresponding points. If a cube is drawn on
each marker by a projection matrix Pi like fig. 3, its ver-
tices can be transformed from the marker’s 3D coordinate
to the projective space via the reference images. There-
fore, eight correspoinding points can be obtained, so T

WP

i

is computed. The computation process is as follows.

XP � T
WP

i XW (3)

50



T
WP

i =

2
64

t11 t12 t13 t14
t21 t22 t23 t24
t31 t32 t33 t34
t41 t42 t43 t44

3
75 (4)

where we let t44 = 1,

Mt = b (5)

M =

2
4 X

>

W 0 0 −Xp −Y p −Zp

0 X
>

W 0 −Xq −Y q −Zq

0 0 X
>

W −Xr −Y r −Zr

3
5 (6)

t =
ˆ
t11 t12 t13 · · · t42 t43

˜�
(7)

b =
ˆ
p q r

˜�
(8)

Using m corresponding points (m ≥ 5), eq. (5) is extended
as follows,
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3
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By the least-square method,
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3.4. Computation of T
PI

i

As shown in fig. 2, the transformation matrix T
PI

i relates
the projective space to the input images. When Pi and
T

WP

i have already been computed, we can obtain T
PI

i by
those two matrices.

T
PI

i = Pi

“
T

WP

i

”−1

(11)

Since each T
PI

i is the transformation between the same two
coordinate systems, which is from the projective space to
the input images, we can merge them simply. The merging
process is described in next section.

3.5. Merging of T
PI

i

In order to use the information from multiple markers
and to reduce the registration errors than using only one
marker, we merge T

PI

i computed from each visible marker i
at the frame. When T

PI

i is computed, some corresponding
points between the projective space and the input images
are computed by eq. (12), e.g. eight vertices of a cube like
the computation of T

WP

i in sec. 3.3.

0
@ x

y
1

1
A � T

PI

i

0
B@

p
q
r
1

1
CA (12)

These corresponding points are computed for each marker.
If n markers are visible at the frame, 8n corresponding

points are obtained. Then, using the 8n corresponding
points, we can merge T

PI

i into T
PI by eq. (14), like the

computation of T
WP

i by eq. (5).
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3
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⇔ Mt = b (13)

By the least-square method,

t =
“

M
>

M

”−1

M
>

b (14)

In this way, one merged transformation matrix T
PI that

relates the projective space and the input images is ob-
tained. Then, we can draw virtual objects by eq. (15) whose
coordinate systems XV are defined in the projective space’s
coordinate system.

x = T
PI

XV (15)

3.6. Selection of reference images

The projective space is defined by the projective geometry
of two reference images. In order to construct the accurate
projective space, selection of the reference images is very
important. We can automatically select them while on-line
process. The detail is shown in fig. 5 and as follows.

When capturing the object scene starts, each projection
matrix Pi for the marker i is computed every frame. Then
we capture some images around the target scene and select
two frames from the sequence, we call them reference image
A and B. The result is n pairs of projection matrices, one
pair (PAi

and PBi
) for each marker (1≤ i≤n). Using each

pair of projection matrices, we can compute a fundamental
matrix for marker i as follows,

FABi
= [eBi

]×PBi
PAi

` (16)

where, [eBi
]× is also the skew-symmetric matrix and PAi

`

represents the pseudo inverse matrix of PAi
[12]. When n

fundamental matrices are computed, we select the one with
the smallest value of the computation result:

result = mB
�

FABi
mA (17)

where, mA and mB is a corresponding point in each refer-
ence image respectively. Decided one fundamental matrix,
we can construct a projective space temporarily by eq. (1),
(2), and then T

WP

i and T
PI

i are computed for each maker
respectively via the temporal projective space. Addition-
ally, T

PI

i for each marker is merged into one T
PI by eq(14).

Then we compare these two coordinates x, x
0:

xi = PiXW (18)

x
0

i =
“

T
PI

T
WP

i

”
XW (19)

Although these two coordinates should be equal, if the com-
bination of the two reference images is not reasonable, they
will be different. In such case, we return to the phase of
selecting a pair of the reference images. We iterate these
processes until all differences of xi and x

0

i for the markers
become smaller than 3 pixels.
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Figure 5: Selection of the reference images.

4. Experiment

4.1. Implementation

We implement an Augmented Reality system based on the
proposed method and perform experiments to prove the
efficacy of our method. This system is constructed only
by a PC (OS:Windows XP, CPU:Intel Pentium IV 3.6GHz)
and a web camera (ELECOM UCAM-E1D30MSV). The
captured image’s resolution is 640×480 pixels and graphical
views of virtual objects are rendered using OpenGL. The
actual operation process of our system is as follows.

Operation Process� �
1. Arrangement

Place multiple markers at arbitrary positions and
poses;

2. Capturing
Capture around the object scene as candidates
for two reference images;

3. Seletion
Select two reference images automatically from
the captured image sequence by using the method
described in sec. 3.6;

4. Overlay
Overlay virtual objects onto the images captured
the object scene at free view points by merging
the visible markers as sec. 3.5;

� �
Firstly, some markers are arranged at arbitrary positions

and poses in the object scene. Next, we start capturing the
object scene and computing P

WI

i for each marker frame
by frame. Then, we make some frames of the captured
sequence candidates for two reference images. In this ex-
periment, we use 100 frames as the candidates. In selection
process, one reasonable combination of the reference im-
ages are selected from the candidate images automatically

as shown in sec. 3.6. Using the two reference images, a pro-
jective space is constructed and each T

WP

i is computed by
the algorithm in sec. 3.3. When the projective space is pre-
pared, the system goes to overlay process. At every frame,
T

PI

i is computed for each visible marker and is merged via
the projective space, as described in sec. 3.5. Then virtual
objects are aligned at accurate positions and poses by using
the merged T

PI .

4.2. Results

The overlaid result images of first experiment are shown in
fig. 6. In this sequence, 4 markers are placed at arbitrary
positions and poses, a virtual object (a figure of cartoon
panda) moves around the markers. In the first experiment,
the multiple markers are almost coplanar. In the next ex-
periment, the multiple markers are arranged to be more
various poses. The result images are shown in fig. 7.

As seen in these fig. 6 and 7, the virtual object can suc-
cessfully be aligned at accurate position and pose, although
different markers are visible according to the camera mo-
tion. This means that the consistency of the geometrical
relationship between the camera and the virtual object is
kept properly, since the multiple markers’ 3D coordinate
systems can be merged successfully even though the geo-
metrical arrangement among them is unknown.

In particular, the notable results are shown in the bot-
tom line of fig. 7. In fig. 7(m), (n), and (o), the angle of
the camera relative to the desktop is too small to detect the
markers on the desktop plane. In such a case, the markers
on the plane cannot be recognized. If all the markers exist
on almost the same plane like the first experiment, it even
fails recognition for most of the markers. In the second
experiment, however, some markers can always be recog-
nized properly because the markers face to various direc-
tions. Therefore the registration can be continued stably by
selecting only those markers. In this way, it becomes pos-
sible to arrange the markers at various positions and poses
without measuring their geometry by using our method.

Furthermore, the process of selecting the reference im-
ages and constructing the projective space takes only less
than 30 seconds, and frame rate of overlay process is about
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10 ∼ 12 fps. Therefore, we can say that our system is appli-
cable without extra efforts and realizes a real-time on-line
AR system easily.

5. Conclusion

We presented a real-time on-line AR system based on
multiple-marker-based registration. The multiple markers
used in our system can be placed at arbitrary positions and
poses, so that we do not need to measure their geometri-
cal arrangement in advance, because of the merging process
via a projective space. Therefore this system can be con-
structed very easily, unlike most marker-based approaches
which require a priori knowledge about the multiple mark-
ers. Furthermore we can move a camera freely according
to the widely moving virtual object, and the registration
can be continued independently of the camera’s view point.
Placing the markers at any positions enables to achieve the
registration in the wide area. Making the markers face to
various directions also allows keeping the accurate registra-
tion stably. Thus our system can highly contribute as an
effective AR system.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 6: Overlaid image sequence of a virtual object.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 7: Overlaid image sequence of a virtual object.
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