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Abstract

This paper introduces two kinds of free viewpoint observa-
tion systems for sporting events captured with uncalibrated
multiple cameras in a stadium. In the first system (View-
point on Demand System), a user can watch the realistic
sporting scenes with the original stadium. In the second
system (Mixed Reality Presentation System), a user can vir-
tually watch the scenes overlaid on a desktop stadium model
via a video see-through head mounted display (HMD). In
the both systems, the user can observe sporting events from
his/her favorite viewpoints, where the virtual view images
are synthesized and presented by performing view interpo-
lation. As outdoor scenes often have variations in lighting,
we develop the systems to handle the changes of lighting
condition. If the captured scene contains shadows, we syn-
thesize the virtual view image of the shadows of the back-
ground and the foreground independently from real camera
images using projective geometry between cameras. The
shadows of the foreground objects are then overlaid on the
synthesized background of the original stadium or the sta-
dium model in front of the user respectively. The results
indicate that the appearance of shadows can produce a re-
alistic mixed reality presentation.

1. Introduction
Computer-generated visualization is increasingly used in
sports broadcasting to enhance the viewer experience. Vir-
tual objects such as virtual offside line in soccer and virtual
record in field races are inserted in live video [7]. A system
that produces virtual replays of tennis ball trajectories [6] or
virtual camera motion of panning around at the moment of
fine plays in American football has been developed [2].

Recently, interactive visualization is becoming more im-
portant with the ongoing convergence of television and In-
ternet broadcasting. In previous works, we proposed two
kinds of systems that can give immersive impression and
interactivity in watching a sporting event, especially a soc-
cer match [4, 5, 8]. One is the “Viewpoint on Demand Sys-

tem”, which enables a user to observe entire soccer scenes
from his/her favorite viewpoint through a GUI. The other is
the “Mixed Reality (MR) Presentation System”, which en-
ables a user to watch a soccer match overlaid on a desktop
stadium model via a video see-through HMD.

In this paper, we improve these systems to handle vari-
ations in lighting. The appearance of shadows is important
for a realistic presentation of outdoor sporting scenes. If
players, ball and stadium in a captured scene have shadows,
we need to present their shadows correctly in virtual view
images.

First, we propose our method of synthesizing shadows in
a virtual view from real camera images. In the Viewpoint
on Demand System, the shadows of the background and the
foreground are synthesized independently for visualization
of an entire soccer scene. We then introduce our method of
representing the shadows of the players and the ball on the
desktop stadium model for the MR Presentation System.

It is generally required for rendering shadows of an ob-
ject to obtain the 3D shape of the object. Strong calibration
[10] to obtain relationship between 3D object space and 2D
image have much effort in the case of multiple cameras lo-
cated in a large space such as a stadium. Instead of 3D
reconstruction, we employ the projective geometry among
cameras to synthesize shadows in virtual view images and
represent them on the desktop stadium. Corresponding fea-
ture points in the captured images yield the projective ge-
ometry among cameras. Therefore the proposed systems
can be applied to dynamic outdoor sporting scenes and en-
able their free viewpoint observation.

2. Overview
We explain an overview of the proposed systems. As shown
in Figure 1, a soccer match is captured using uncalibrated
multiple cameras in a real stadium. The soccer scene syn-
thesized using view interpolation [1] is presented from the
chosen viewpoint by a user.

In the Viewpoint on Demand System, virtual view im-
ages of the background including the stadium and its
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Figure 1: The overview of the proposed systems.

shadow are generated in advance. Once the user selects the
viewpoint position from the GUI, neighboring cameras near
the chosen viewpoint, which are reference cameras, synthe-
size the virtual view image of the foreground objects such
as a ball, players, and their shadows. The generated image
is then overlaid on the virtual view image of the original
soccer stadium at the corresponding viewpoint.

In the MR Presentation System, the user selects the view-
point by moving his/her head from side to side. The view-
point position is determined by the position and pose of the
HMD. The virtual view images of the foreground objects,
which are synthesized from reference cameras in the same
way as in the Viewpoint on Demand System, are overlaid on
the desktop stadium model through the HMD. If the cap-
tured scene contains shadows, the shadows of the players
and the ball are represented on the stadium model using the
relationship between the original stadium and the stadium
model.

3. The Viewpoint on Demand System
Once a soccer match is captured, projective geometry be-
tween cameras is estimated. Corresponding natural features
in the object space can yield the fundamental matrices [3]
between the viewpoints of the cameras. Additionally, corre-
sponding natural features on the planar objects provide the
homographic matrices [3] between the planes in different
views. The soccer scene is then classified into foreground
objects, such as a ball and players, and background objects
such as a ground, a goal and spectator’s seats for performing
view interpolation.

In the previous method [4, 8], the virtual view images
of the background are synthesized only once because they
are considered as static regions. However, if the captured
scenes have variations in lighting, it is required to generate
the virtual view images in every lighting condition. In our

Figure 2: The example of synthesized backgrounds in the
real cameras and the virtual camera.

system, we perform view interpolation every 150 frames for
the background. In regards to the foreground objects, view
interpolation at each frame is executed since the shape or
position of the foreground object changes quickly over time.

3.1. View Interpolation of the Background
In order to generate the virtual view images of the back-
ground, the image where neither the players nor the ball
exists is required for each real camera in each lighting con-
dition. We synthesize such background images by setting
the mode value of every image sequence spanning several
hundred frames (150 frames in our case) to each pixel. The
generated images are then segmented into several plane re-
gions that form the ground, goal and spectator’s seats for
performing view interpolation. The dense correspondence
is obtained between neighboring views by applying the ho-
mographic transformation to each plane region. The virtual
view image is synthesized using a morphing technique [9].
The shadows of the goal and spectator’s seats are projected
on the ground in each virtual view image through this pro-
cess. Figure 2 depicts the background images at the posi-
tions of real cameras generated from the image sequence
and that of a virtual camera located between the two real
cameras.

3.2. View Interpolation of the Foreground
The foreground objects are extracted in each frame from
the entire scene by subtracting the background of the cor-
responding camera and lighting condition. We segment the
foreground into shadow regions and the player/ball regions
for applying view interpolation respectively. Both the ge-
ometric information and the color information are used for
this segmentation. It is assumed that the shadow is usu-
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Figure 3: The comparison of segmentation results for fore-
ground objects.

ally projected on the ground in a soccer scene. We detect a
candidate for shadow regions by applying the homography
of the ground plane to all the extracted dynamic regions
in neighboring two view images. This detection based on
the homography often includes a part of the player’s feet.
Therefore, we also use the pixel color for shadow extrac-
tion by applying HSI color transform to the candidate in
each view image. The hue of the pixel is almost identical
in the shadow regions between the current frame image and
the background image, while it is different in the player/ball
regions. Figure 3 exhibits the segmentation results by com-
paring the combined method (d), which uses both geomet-
ric transform; homography transform and color transform;
HSI transform, with the methods using only either of them
(b) and (c). It is evident that the combined method is better
than the independent methods at segmenting the dynamic
regions into shadows and players/ball.

After segmentation, view interpolation is performed on
the shadow and player/ball regions independently. The
dense correspondence within shadow regions is obtained
using the homography of the ground plane. Epipolar ge-
ometry is employed for the player/ball regions. The inter-
polated view images are then synthesized with a morphing
technique. Finally, superimposing the virtual view image
of the foreground onto the background completes the image
of the entire soccer scene from the chosen viewpoint by the
user.

4. The MR Presentation System

In the MR Presentation System, a user watches soccer
scenes overlaid on a stadium model via a video see-through
HMD. In order to present the scene on the desktop stadium

Figure 4: Overlaid shadows onto the desktop stadium
model.

model, it is necessary to synthesize the scene from the view-
point of the HMD. Additionally, the registration between
the original stadium and the desktop stadium is required for
overlaying the players, the ball and their shadows.

As a soccer field contains some lines, which indicates
such as a penalty area and a goal area, we employ these
lines for viewpoint determination and the registration. We
calculate the viewpoint position from HMD camera image
where feature lines are tracked. The virtual view images
of the players and the ball are synthesized from reference
cameras according to the viewpoint position. Their render-
ing positions on the desktop stadium are determined using
the homography of the ground between the original stadium
and the desktop stadium.

When the captured scene in the real stadium has shadow
regions, the shadows of players and the ball need to be over-
laid on the stadium model. As shadows are projected on
the ground plane, a simple homographic transform between
the ground plane of the soccer stadium and the desktop sta-
dium model determines the shadow regions on the stadium
model. We assume that the color value of the shadow re-
gions become half as much as that of the original stadium
model. Since it is obvious that a ball, players and their shad-
ows exist on/over the soccer ground, overlaying them onto
the stadium model completes the visualization in MR. Fig-
ure 4 shows an example of the represented shadows with the
players and the ball on the stadium model from two refer-
ence camera images.

5. Experimental Results
We have developed free viewpoint observation systems and
applied them to actual soccer scenes having variations in
lighting. Soccer matches were captured using four uncali-
brated cameras placed on one side of the soccer field. The
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Figure 5: The result of free viewpoint observation of soccer scenes including variations in lighting.
(Left: Viewpoint on Demand System; Right: MR Presentation System.)

projective geometry such as fundamental matrices between
the viewpoints of the cameras and homographic matrices
between the planes in neighboring views were calculated
by manual selection of 50 corresponding feature points in
the images.

Figure 5 shows example results of free viewpoint obser-
vation of soccer scenes including variations in lighting. The
left two images present the results of the Viewpoint on De-
mand System. The shadows of the stadium and the players
are well synthesized in the virtual view images. We ob-
tained a video replay from arbitrary viewpoints where posi-
tions of the shadow of the stadium slightly changes accord-
ing to the lighting condition and shadows of the players and
the ball changes according to their movements.

The right two images in Figure 5 present the results of
the MR Presentation System. By comparing these two im-
ages, we see that the appearance of shadows can produce
a more realistic MR presentation. The virtual shadows are
naturally overlaid on the desktop stadium for representation
of the scene including shadows in the rightmost image.

In the current work, errors sometimes occur in the ren-
dering positions of the shadows. When the segmenta-
tion process for the dynamic region into player region and
shadow region has mistakes, we see a gap between a foot of
the player and the shadow. This is a problem to be solved in
the future.

6. Conclusion

We have proposed two kinds of free viewpoint observation
systems that can represent soccer scenes including varia-
tions in lighting. The method of synthesizing shadows of
both the background and the foreground in the dynamic
scene was introduced for the Viewpoint on Demand System.
Moreover, the method of representing the shadow of fore-
ground objects on the desktop stadium model was described
for the MR Presentation System. Visualization of outdoor
sporting scenes from arbitrary viewpoints became possible
from just multiple images captured by uncalibrated cam-
eras. Projective geometry between cameras is employed in
the synthesis and representation of shadows. The proposed

system could be applied to other sporting events such as
baseball games, football games, and tennis matches.

Acknowledgments

This work is supported in part by a Grant in Aid for the 21st
century Center of Excellence for Optical and Electronic
Device Technology for Access Network from the Ministry
of Education, Culture, Sport, Science, and Technology in
Japan. The first author is a JSPS Research Fellow and partly
supported by JSPS Research Fellowship for Young Scien-
tists.

References

[1] S. E. Chen and L. Williams, “View Interpolation for Image
Synthesis,” Proc. of SIGGRAPH ’93, pp. 279-288, 1993.

[2] Eye Vision,
http://www.ri.cmu.edu/events/sb35/tksuperbowl.html

[3] R. Hartley and A. Zisserman, Multiple View Geometry in
Computer Vision, Cambridge University Press, 2000.

[4] N. Inamoto and H. Saito, “Fly-Through Viewpoint Video
System for Multi-View Soccer Movie Using Viewpoint Inter-
polation,” Proc. of Visual Communications and Image Pro-
cessing (VCIP ’03), SPIE, Vol. 5150, 122, Jul. 2003.

[5] N. Inamoto and H. Saito, “Immersive Observation of Virtual-
ized Soccer Match at Real Stadium Model,” Proc. of Interna-
tional Symposium on Mixed and Augmented Reality (ISMAR
’03), pp. 188-197, Oct. 2003.

[6] Lucent, http://www.lucent.com

[7] Orad, http://www.orad.co.il

[8] H. Saito, N. Inamoto, and S. Iwase, “Sports Scene Analysis
and Visualization from Multiple-View Video,” Proc. of In-
ternational Conference on Multimedia and Expo (ICME’04),
June 2004.

[9] S. M. Seitz and C. R. Dyer, “View Morphing,” Proc. of
SIGGRAPH ’96, pp. 21-30, 1996.

[10] R. Y. Tsai, “A Versatile Camera Calibration Technique for
High-Accuracy 3D Machine Vision Metrology Using Off-the-
Shelf TV Cameras and Lenses,” IEEE Journal of Robotics
and Automation, Vol. RA-3, No. 4, pp. 323-344, Aug. 1987.

4


	Index
	ICME 2005

	Conference Info
	Welcome Messages
	Venue Access
	Committees
	Sponsors
	Tutorials

	Sessions
	Wednesday, 6 July, 2005
	WedAmOR1-Action recognition
	WedAmOR2-Video conference applications
	WedAmOR3-Video indexing
	WedAmOR4-Concealment &amp; information recovery
	WedAmPO1-Posters on Human machine interface, interactio ...
	WedAmOR5-Face detection &amp; tracking
	WedAmOR6-Video conferencing &amp; interaction
	WedAmOR7-Audio &amp; video segmentation
	WedAmOR8-Security
	WedPmOR1-Video streaming
	WedPmOR2-Music
	WedPmOR3-H.264
	WedPmSS1-E-meetings &amp; e-learning
	WedPmPO1-Posters on Content analysis and compressed dom ...
	WedPmOR4-Wireless multimedia streaming
	WedPmOR5-Audio processing &amp; analysis
	WedPmOR6-Authentication, protection &amp; DRM
	WedPmSS2-E-meetings &amp; e-learning -cntd-

	Thursday, 7 July, 2005
	ThuAmOR1-3D
	ThuAmOR2-Video classification
	ThuAmOR3-Watermarking 1
	ThuAmSS1-Emotion detection
	ThuAmNT1-Expo
	ThuAmOR4-Multidimensional signal processing
	ThuAmOR5-Feature extraction
	ThuAmOR6-Coding
	ThuAmSS2-Emotion detection -cntd-
	ThuPmOR1-Home video analysis
	ThuPmOR2-Interactive retrieval &amp; annotation
	ThuPmOR3-Multimedia hardware and software design
	ThuPmSS1-Enterprise streaming
	ThuPmNT1-Expo -cntd-
	ThuPmOR4-Faces
	ThuPmOR5-Audio event detection
	ThuPmOR6-Multimedia systems analysis
	ThuPmOR7-Media conversion
	ThuPmPS2-Keynote Gopal Pingali, IBM Research, &quot;Ele ...

	Friday, 8 July, 2005
	FriAmOR1-Annotation &amp; ontologies
	FriAmOR2-Interfaces for multimedia
	FriAmOR3-Hardware
	FriAmOR4-Motion estimation
	FriAmPO1-Posters on Architectures, security, systems &a ...
	FriAmOR5-Machine learning
	FriAmOR6-Multimedia traffic management
	FriAmOR7-CBIR
	FriAmOR8-Compression
	FriPmOR1-Speech processing &amp; analysis
	FriPmSS1-Sports
	FriPmOR2-Hypermedia &amp; internet
	FriPmOR3-Transcoding
	FriPmPO1-Posters on Applications, authoring &amp; editi ...
	FriPmOR4-Multimedia communication &amp; networking
	FriPmOR5-Watermarking 2
	FriPmSS2-Sports -cntd-
	FriPmOR6-Shape retrieval


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Papers
	Papers by Session
	All papers
	Papers by Topic

	Topics
	1 SIGNAL PROCESSING FOR MEDIA INTEGRATION
	1-CDOM Compressed Domain Processing
	1-CONV Media Conversion
	1-CPRS Media Compression
	1-ENCR Watermarking, Encryption and Data Hiding
	1-FILT Media Filtering and Enhancement
	1-JMEP Joint Media Processing
	1-PROC 3-D Processing
	1-SYNC Synchronization
	1-TCOD Transcoding of Compressed Multimedia Objects
	2 COMPONENTS AND TECHNOLOGIES FOR MULTIMEDIA SYSTEMS
	2-ALAR Algorithms/Architectures
	2-CIRC Low-Power Digital and Analog Circuits for Multim ...
	2-DISP Display Technology for Multimedia
	2-EXTN Signal and Data Processors for Multimedia Extens ...
	2-HDSO Hardware/Software Codesign
	2-PARA Parallel Architectures and Design Techniques
	2-PRES 3-D Presentation
	3 HUMAN-MACHINE INTERFACE AND INTERACTION
	3-AGNT Intelligent and Life-Like Agents
	3-CAMM Context-aware Multimedia
	3-CONT Presentation of Content in Multimedia Sessions
	3-DIAL Dialogue and Interactive Systems
	3-INTF User Interfaces
	3-MODA Multimodal Interaction
	3-QUAL Perceptual Quality and Human Factors
	3-VRAR Virtual Reality and Augmented Reality
	4 MULTIMEDIA CONTENT MANAGEMENT AND DELIVERY
	4-ANSY Content Analysis and Synthesis
	4-AUTH Authoring and Editing
	4-COMO Multimedia Content Modeling
	4-DESC Multimedia Content Descriptors
	4-DLIB Digital Libraries
	4-FEAT Feature Extraction and Representation
	4-KEEP Multimedia Indexing, Searching, Retrieving, Quer ...
	4-KNOW Content Recognition and Understanding
	4-MINI Multimedia Mining
	4-MMDB Multimedia Databases
	4-PERS Personalized Multimedia
	4-SEGM Image and Video Segmentation for Interactive Ser ...
	4-STRY Video Summaries and Storyboards
	5 MULTIMEDIA COMMUNICATION AND NETWORKING
	5-APDM Multimedia Authentication, Content Protection an ...
	5-BEEP Multimedia Traffic Management
	5-HIDE Error Concealment and Information Recovery
	5-QOSV Quality of Service
	5-SEND Transport Protocols
	5-STRM Multimedia Streaming
	5-WRLS Wireless Multimedia Communication
	6 SYSTEM INTEGRATION
	6-MMMR Multimedia Middleware
	6-OPTI System Optimization and Packaging
	6-SYSS Operating System Support for Multimedia
	6-WORK System Performance
	7 APPLICATIONS
	7-AMBI Ambient Intelligence
	7-CONF Videoconferencing and Collaboration Environment
	7-CONS Consumer Electronics and Entertainment
	7-EDUC Education and e-learning
	7-SECR Security
	7-STAN Multimedia Standards
	7-WEBS WWW, Hypermedia and Internet, Internet II

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using the Acrobat Reader
	Configuration and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Naho Inamoto
	Hideo Saito



