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Texture Overlay for Virtual Clothing Based on PCA of Silhouettes
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ABSTRACT

In this paper, we propose a method for overlaying an arbitrary tex-
ture image onto a surface of a plain T-shirt worn by a user. For
overlaying arbitrary textures onto the surface of the T-shirt, we need
to know the deformation of the surface. For estimating the defor-
mation of the surface from the input images, we use a two-phase
process: learning and searching. In the learning phase, the sys-
tem learns the relationship between the deformation of the surface
and the silhouette of the T-shirt region in the image. A database
of a number of training images in which a person wearing a T-shirt
with markers moves through a variety of positions is used for this
learning. Using the database, the system can learn the relationship
between the shape of the silhouette and the surface deformation that
is provided by the 2D positions of the markers on the surface of the
T-shirt. In the searching phase, the silhouette of the user’s T-shirt
is extracted from the input image, and then, a search for a similar
silhouette in the database is conducted in the subspace of the silhou-
ette, which is computed using a PCA of the database. By using the
proposed method for estimating the deformation of the surface of
the T-shirt, we perform experiments for overlaying virtual clothing.

CR Categories: I.4.9 [Image Processing and Computer Vision]:
Applications

Keywords: augmented reality, virtual clothing, texture mapping,
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1 INTRODUCTION

In Augmented Reality (AR) techniques, virtual and real objects are
integrated in a real environment. AR systems need to run interac-
tively and in real time, and an alignment of virtual and real objects
is one of the most significant issues[1]. In recent years, AR has
been used for a broad range of applications such as car navigation
systems[10], municipal engineering[4], and entertainment[11].

We intend to apply an AR technique to a virtual clothing system,
in which a user can watch himself/herself wearing clothes even if
the user is not wearing those clothes. In the virtual clothing system,
an AR technique is used to overlay arbitrary texture patterns onto
the surface of clothes. Related systems based on overlaying vir-
tual patterns onto real surfaces have been proposed previously, such
as overlaying virtual patterns onto a planar surface[3] and curved
surface[7]. A clothing surface is very complicated because it is non-
rigid and its shape changes considerably when the cloth stretches,
wrinkles, and self-occludes. Therefore, overlaying a texture onto
the surface of clothes is more difficult than overlaying that onto the
surface of a rigid object.

There are several kinds of studies on virtual clothing. An exam-
ple of an approach is to overlay texture onto the surface of a user
by using computer graphics techniques[2, 5]. In this approach, 3D
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shape data must be previously obtained with 3D measurement in-
struments or installed as a 3D model of a person, and clothing data
is transformed in a 3D space using computer graphics techniques.
However, a large amount of 3D data is difficult to handle, which
prevents real-time computation.

An approach using motion estimation of a person from an im-
age sequence was also proposed. Motion estimation is a method to
transform a certain model into a corresponding image of the per-
son and recognize the human motion with the transformed model
shape. An example of research using motion estimation for 3D hu-
man body modeling using the spatial and temporal gradient method
is described in [9]. In [13], a dynamic simulation of a cloth is de-
scribed. However, the approach using motion estimation does not
recover the deformation of the surfaces of objects because it uses
global shape fitting of human models.

Some related studies use patterns on the surface of clothes such
as colorful markers[14] or natural features[12] on a T-shirt to deter-
mine the deformation of the T-shirt. These approaches do not need
a 3D model in advance, so they reduce the computational burden of
constructing a model of each object or person and run in real time.
However, sleeves are significantly deformed and the waist area of
T-shirts is considerably self-occluded compared to the chest area
of a T-shirt. Rendering a texture on the overall area of a T-shirt is
considered to be difficult. Therefore, we have proposed a method to
overlay a texture image onto the overall area of a T-shirt in real time
by tracking markers on the T-shirt[6]. In this method, the deforma-
tion of the clothes is provided by the 2D positions of the markers
in a captured image. Then, an arbitrary texture image is warped
according to the 2D positions. However, this method requires the
user to wear the T-shirt with the specific markers.

In this paper, we propose a method to overlay an arbitrary tex-
ture image onto the surface of a plain T-shirt worn by a user. In
overlaying the texture image onto the surface of the T-shirt, the de-
formation of the surface needs to be known. However, knowing the
deformation of the surface of the plain T-shirt in an input image
is difficult. In the proposed method, we use the silhouette of the
T-shirt, which is easy to extract from the input image. For estimat-
ing the deformation of the surface of the T-shirt from the extracted
silhouette, we prepare a database of the relationship between the
silhouette and the deformation of the T-shirt by using a number of
training images. In the subspace of the shape of the silhouette com-
puted using principal component analysis (PCA) of the database, a
search for a shape similar to that of the silhouette of the input image
is conducted. The deformation of the input image can be estimated
by using the 2D positions of the markers in the training images that
were found in the search.

2 PROPOSED METHOD

2.1 Method outline

The setup of our virtual clothing system is shown in Fig.1. A web
camera is connected to a PC and set on a display. A user wears a
plain T-shirt and stands in front of a blue curtain. An image of the
user is taken from the camera. Then, a prepared texture image of
the clothes that the user wants to try on is transformed and overlaid
onto the captured image. When the overlaid image is shown on the
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display, the user can feel as if he/she is trying on other clothes and
looking at himself/herself in a mirror.

Video Camera

User

Display

PC

Figure 1: System setup

An outline of the proposed method is shown in Fig.2. Our
method is divided into two phases: the learning phase and the
searching phase. The former is an off-line process, and the latter
is an on-line process. In the learning phase, we train our system on
the relationship between the positions of the markers and the silhou-
ettes of the T-shirt with various shapes. In the searching phase, our
system is used. The texture image of the clothes is appropriately
transformed and overlaid onto the input images according to the
deformation of the T-shirt. The silhouettes similar to those of the
training images are selected in the subspace computed with PCA
of the silhouettes. Then, the selected training images are used to
estimate the deformation of the T-shirt in the input image. Here, we
assume that the deformation of the T-shirt depends on the silhouette
of the T-shirt, which can be clearly extracted from the input image.

Training images
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Figure 2: Method outline

2.2 Learning phase

In the learning phase, a person wears the special marked T-shirt
shown in Fig.3. Then, the person makes various gestures in front
of a web camera. A number of images are captured by the web
camera. We call these training images. We trained our system with
the silhouettes of the T-shirt shown in the training images used in
this phase.

First, we extract the silhouette features from the silhouette of the
T-shirt in the training image, as described below. After extracting
the silhouette of the T-shirt from the training image, we transform
the outline of the silhouette into 360 sample points in the polar co-
ordinate system, as shown in Fig.4(a). In our implementation, the
sampling interval of the angle θ is one degree. For example, we
perform this process on the outline shown in Fig.4(b), and then, the
360 sample points shown in Fig.4(c) are obtained. We calculate

Figure 3: Marker T-shirt

the 360 distances from the center of gravity of the outline to every
sample point.
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Figure 4: Feature extraction

Next, we scale the size of the outline so that the average value
of the 360 distances of the scaled outlines of each training image
is equivalent to each other. This scaling process enables us to use
training images with any outline size. The 360 distances of the
scaled outline dθ (θ = 1,2, · · · ,360) are the silhouette features of
the training image in this paper. We use PCA to represent the sil-
houette feature dθ of the training image with a small number of
principal component scores. The pth principal component score sp
is represented as follows:

sp =
360

∑
θ=1

vpθ

(
dθ − d̄θ

)
, (1)

where Vp =
(
vp1,vp2, · · · ,vp360

)
is the pth eigenvector of PCA,

and d̄θ is the average of dθ of the training images. The dimension
of the silhouette features is reduced when the sum of contribution
ratios is greater than 90%.

Then, the silhouette features are converted into feature vectors,
which consist of a small number of principal component scores in
the subspace. In this paper, we call the feature vectors of the train-
ing images the training vectors. Moreover, as well as extracting the
silhouette from the training image, the deformation is constructed
in the learning phase. The deformation of the input image is pro-
vided by the 2D positions of the markers in the training images.
These positions are manually retrieved. If some markers are self-
occluded, their positions are fixed on the neighbor markers which
are showing in the training images. Then the relationship between
the training vector and the deformation of the T-shirt is stored in
the database. To reduce the burden of retrieval of the positions of
the markers, we attach recognizable patterns like ARTag[8] on the
T-shirt.

2.3 Searching phase

In the searching phase, a user wears a plain T-shirt. The color of
the plain T-shirt can be arbitrary as long as it is different from the
other colors shown in the input image captured by the camera. The
texture image of the clothes a user wants to try on is transformed
to fit the silhouette in the input image and overlaid onto it. As the
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overlaid image is shown on the display, a user can look at him-
self/herself wearing other clothes.

In the same way as that of the learning phase, the silhouette is ex-
tracted from the input image and transformed into the 360 distances,
which are the silhouette features of the input image. These features
are transformed into the feature vector in the subspace computed
with PCA. In this paper, we call this feature vector of the input im-
age the input vector. Then, a search for the training vectors, which
are within a certain distance of the input vector in the subspace,
is conducted, and a predetermined number of training vectors are
selected beginning with the closest one to the input vector. The
silhouettes that correspond to the selected training vectors are sup-
posed to be similar in shape to the silhouette in the input image.

To deform the texture image, we need to know the deformation
of the T-shirt of the input image. This deformation is represented
by the 2D positions of the markers. The 2D positions of the mark-
ers in the input image are estimated by integrating the positions of
markers in training images that correspond to the selected training
vectors. The integration weighting is inversely proportional to the
distance from the input vector to each selected training vector in
the subspace. The texture image is divided into a number of pla-
nar patches according to the positions of the markers. Each planar
patch in the texture image is warped to the corresponding planar
patch constructed with the estimated markers in the input image.
However, the texture image is overlaid onto only the silhouette in
the input image.

3 EXPERIMENT

We demonstrate the effectiveness of the proposed method via ex-
periments. In these experiments, we used training and input im-
ages with a 320×240-pixel size. The training images consist of
two types of images: 48 images of a person who leans his body
sideways moving his arms up and down, and 18 images of a per-
son who turns around standing in one spot. The former are shown
in Fig.5 and the latter are shown in Fig.6. The 2D positions of 37
markers are manually retrieved from those training images. The
silhouettes of the T-shirts in both training and input images are con-
verted to ten-dimensional feature vectors that consist of ten princi-
pal component scores. There are up to three training vectors that
are selected in the subspace in the searching phase. These exper-
iments were performed on a PC with a 2.8-GHz CPU and 1024
MB of RAM. Windows XP was installed on the PC. Though a user
can wear a plain T-shirt without any marker on the surface in the
searching phase, we use a T-shirt with markers like that used in the
learning phase in these experiments to verify that the deformation
of the T-shirt in the input image can be estimated properly.

Figure 5: Training images with body leaning sideways and arms mov-
ing up and down

Figure 6: Training images with rotation of body

3.1 Experiment for silhouettes of different sizes

In this paper, the size of the silhouette of the input image is widely
different from those of the silhouettes of the training images to ver-
ify that the texture image is properly transformed to fit the various
silhouette sizes. The silhouette in the input image shown in Fig.7(a)
is much smaller than those in training images. The 360 sample
points extracted from the outline are shown in Fig.7(b). In Fig.7(c),
black points are estimated markers that represent the deformation.
They approximately coincide with the real markers. This means
that the deformation of the T-shirt in the input image has been prop-
erly estimated. Though a user of our system usually wears a plain
T-shirt, the user in this experiment wears a T-shirt with markers to
verify whether the deformation has been correctly estimated. The
output image with the selected texture is shown in Fig.7(d).

The training images that are selected in the subspace and their
integration weighting for estimating the deformation of the input
image of Fig.7(a) are shown in Fig.8. The integration weighting
is proportional to the similarity of the shape of the silhouette. Our
system runs at 15.6 frames per second on average.

(a)Input image          (b)Sample points of silhouette

(c)Estimated deformation             (d)Output image

Figure 7: Result for silhouettes of different sizes (1)

0.39 0.33 0.28

Input image

Weight

Selected training images

Figure 8: Result for silhouettes of different sizes (2)
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3.2 Experiment for interpolating pose

A user turns his body sideways in the input image in this experi-
ment. The result for the input image of a user who turns his body
is shown in Fig.9. The integration weightings of training images 1
and 2 in estimating the deformation are heavier than that of training
image 3. Moreover, the angle of rotation of the body in the input
image is between those in training images 1 and 2. This means that
the deformation of the input image can be estimated by interpolat-
ing the deformations of these training images, even if the database
of the training images does not have exactly the same silhouette as
that of the input image. No marker is attached on the body side
of the T-shirt, so the texture image cannot be overlaid on the area
of the body side in the output image. However, the texture image
can be overlaid onto the proper position because the deformation
of the input image is properly estimated by interpolating that of the
training images.

0.40    0.34                     0.26

Input image

Weight

Selected training images

Output image

Training image 1            Training image 2             Training image 3

Figure 9: Result for interpolation of pose

3.3 Experiment for extrapolating pose

The result for the input image of a user who leans his body to
the side and stretches his hands upward is shown in Fig.10. In
Fig.10(a), he is leaning his body at a greater angle than that of
any pose in the training images. Estimated markers are shown in
Fig.10(c) as black points that represent the deformation of the T-
shirt in the input image. In the red circle in Fig.10(c), estimated
markers on the right sleeve are plotted on different positions than
the markers on the T-shirt. In addition, the direction of vertical
stripes in the overlaid texture is different from the proper direction.
The deformation of the input image is wrongly estimated. This
is because the input vector cannot be properly composed by ex-
trapolation with the training vectors. The input vector cannot be
composed of any combination of training vectors, so the estimated
markers are not correct. To solve this problem, we need (1) to have
a larger number of training images with different silhouettes, (2) to
change the method of extracting features from images, and (3) to
have a new method of integrating the deformation of the T-shirt in
training images during the searching phase.

4 CONCLUSION

We proposed a method for overlaying arbitrary texture images onto
a surface of a plain T-shirt in real time for a virtual clothing system.
The deformation of the surface of the T-shirt was estimated from
the silhouette of the T-shirt taken from the input image based on
a pre-collected database of a number of shapes of the T-shirt. We
performed experiments for virtual clothing based on the proposed

(a)Input image (b)Sample points of silhouette

(c)Estimated deformation         (d)Output image

Figure 10: Result for extrapolation of pose

method for estimating the deformation of the surface of the T-shirt.
The experimental results demonstrate that the proposed method can
estimate the deformation of the T-shirt and an arbitrary texture can
be successfully overlaid onto the surface of the deformed T-shirt.
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