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Abstract. We present an AR display system for observing sports events on a 
desktop stadium based on fcamera tracking using pattern of the desktop ground 
by overlaying players in real sports events captured with multiple cameras. In 
this paper, we take soccer as the sports event.  In the proposed system, the pose 
and the position of an observing camera are estimated in real-time by using a 
soccer field pattern on the desk top and an AR marker.  The soccer field pattern 
in the desktop stadium on which the object soccer game is observed via AR 
display is previously registered with the real soccer stadium in which the real 
soccer game is captured with multiple cameras.  In the previous procedure, we 
also estimate camera parameters (projection matrices) of the multiple cameras 
capturing the real soccer game using planar structures in the soccer field. Posi-
tions of soccer player and ball are also previously estimated based on the cam-
era parameters. In the on-line procedure for AR display, the textures of the 
players captured in the multiple soccer video are simply overlaid onto AR  
camera videos with CG models which are generated for giving additional visual 
information. 

Keywords: Augmented Reality, Free viewpoint videos, Multiple cameras. 

1   Introduction 

Computer vision and image processing technologies have extensively been applied to 
provide novel ways of viewing sports videos for various purposes in recent years. 
Such application can provide an immersive observation and additional information to 
viewers in broadcasting of sports games. We can see some examples, such as a virtual 
off-side line superimposing in soccer game broadcasting [1], world record line super-
imposing in swimming races, etc. Those additional effects definitely give exciting 
observing experiences that cannot be obtained by watching captured videos without 
any additional information.  The information superimposing in input videos such as 
off-side line and world record line are considered as Augmented Reality (AR) video 
synthesis, in which the key technology is the way of estimating the position and pose 
of cameras capturing the sports events. 

Besides, capturing using multiple cameras of object sports events also provides 
novel experiences of observation.  Eye Vision [2] provides a sort of fly through view-
ing effect by switching cameras that capture the same sports event from multiple 
viewpoints. 
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While Eye Vision is simply switching videos captured with multiple cameras, we 
can even synthesize a novel viewpoint video using videos captured with multiple 
cameras based on computer vision technology.  Such method is called as free view-
point synthesis, and has extensively been studied in recent 10 years [3,4,5,6]. Inamoto 
et al. [3] proposed a method for synthesizing intermediate viewpoint videos from 
videos captured with only weakly calibrated multiple cameras for real soccer match 
application.  Jarusirisawad et al. [6] extended this method for applying to practical 
broadcasting of sports events. 

Combining AR display and free viewpoint synthesis can also provide novel ways 
in order to provide immersive observation of such sports events.  Uematsu et al. [7] 
has applied wide-area camera tracking method using multiple markers [8] to baseball 
observation onto a desktop baseball stadium model.  Inamoto et al also proposed a 
system for AR observation of real soccer match onto a desktop soccer field model [9]. 
In this system, an user can observe objective soccer match on the soccer field model 
through HMD (Head Mounted Display) from arbitrary viewpoint.  In this method, 
images of real players are registered with the field model image captured with the 
camera attached with HMD based on only projective geometry between the multiple 
viewpoint cameras capturing real soccer match for avoiding camera calibration pro-
cedure of the cameras.  This implies that only image-based rendering can be  
augmented into the field model image, but virtual objects cannot be rendered in the 
AR display because of lack of 3D coordinate information.  Such virtual object render-
ing is often useful for rendering objects that cannot be captured in input multiple 
viewpoint videos, as soccer goal, moving ball, etc. 

In this paper, we propose a system for providing AR observation of soccer match 
onto a desktop field model using a video see through device, in which even CG ren-
dering cab also be augmented into the field model image. In this system, we utilize 
the pattern on the field model for real-time estimation of camera parameters (projec-
tion matrix) of the observing camera with the help of an AR toolkit marker. The  
estimation of projection matrix of the observing camera enables to augment both 
rendered images by captured videos with real stadium cameras and CG images into 
the observing image. Additionally, CG generated players can also be rendered into the 
observing image, which is especially useful when the viewpoint of the observing 
camera is much different from the viewpoints of the real stadium cameras. 

2   Proposed System 

The data processing in the propose system can be divided into off-line phase and on-
line phase.  In the off-line phase, an objective soccer match is captured with multiple 
uncalibrated cameras from multiple view points in the stadium (we call those cameras 
as stadium cameras in this paper). Next, player region segmentation should be  
performed. The segmentation might be possible in automatic process by using state-
of-art segmentation algorithms, but we performed with semi-automatic process with 
manual intervention.  In addition to this segmentation, we also need to detect features 
in the videos for calibrating the capturing cameras such as lines of field pattern and 
the positions of the ball with manual operation. Such manual operation can be  
accepted because those procedures do not have to be performed in on-line phase. 
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Fig. 1. Overview of the proposed method 

In on-line phase, the segmented images of the players captured with the multiple 
cameras are overlaid onto the image of the filed model on the desktop captured with 
the observing camera. Fig.1 shows the overview of the on-line phase. First, four cor-
ner positions of the penalty area on the field pattern are detected in the image of  
the observing camera. Then using corresponding positions of the detected corners in 
the real stadium, the projection matrix of the observing camera onto the field of the 
real stadium is computed. 

Next, according to the computed projection matrix of the observing camera, the 
stadium camera closest to the observing camera is selected.  Then, the positions of 
players captured in the selected stadium camera are computed and transferred into the 
observing camera coordinates, so that the segmented player image of every player can 
be overlaid at the correct position into the observing camera. 

2.1   Player Region Segmentation (Off-Line Phase) 

The background subtraction is a generic way for player region segmentation, but it is 
not suitable especially when the shadow of the player exists. Recently, the graph-cut 
is often used for achieving robust segmentation [6], but it needs some manual inter-
vention for each frame of input videos.  For avoiding such problems, we employ a 
method for player region segmentation using plane constraint of the soccer field 
ground.  We can assume all players do not lay down on the ground, but stand on the 
ground plane. This means that only the pixels of the ground can be transferred be-
tween different stadium cameras each other using homography matrix for the ground 
plane. Based on this assumption, we can assume that a pixel color P in a player  
region in a camera is not same as pixel colors Pi at transferred positions in the other 
cameras using homography matrices of the plane. This implies  
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21 PPP ≈≠  (1) 

Therefore, by transferring a pixel onto the other cameras using holography matrices 
of the ground and comparing the colors of them, we can decide that the pixel is inside 
in the player region if the colors are different.  If we do not take this method, but just 
apply the background subtraction method, we will get the segmentation result as 
shown in Fig.2 (a), where the cast shadow regions are also segmented as the player 
region. On the other hand, we can segment the player region without shadow region 
as shown in Fig.2 (b). 

The homography matrices between the stadium cameras are computed in the  
off-line phase by specifying correspondence points on the ground plane between the 
cameras. 

 

  
(a) Background Subtraction 

(b) Segmentation using the ground plane 
constraint 

Fig. 2. Comparison of segmented region 

2.2   Detecting Penalty Area in Observing Camera (On-Line Phase) 

In this system, we estimate the projection matrix P via the homograpy matrix H of the 
field plane. For estimating the homography matrix, the four corners of the penalty 
area of the field pattern are detected as the following procedure. 

First, the positions of the corners are initially predicted by using AR marker that 
can easily be detected so that we can get the initial prediction of corner positions of 
the penalty area robustly in the on-line real-time processing.  We employ ARTag [10] 
in this paper’s experiment. According to the initial prediction, we detect accurate 
position of the corners using template matching. 

In the template matching, we first set the searching area in the neighboring area of 
the initial predicted four points as shown in Fig.3 (a). We then transfer the captured 
image to the top-view image using the predicted four points. In the top view image, 
we take small window images at the initial predicted four points as template images, 
which are shown in Fig.3 (b). Then, each template image is searched within the 
searching area, so that we can get accurate corner positions of the penalty area as 
shown by the blue points in Fig.3 (c). 
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(a) Searching area (b) Templates 

(c) Detected corner points.  
Red: initial prediction, Blue: 
Detected with the template 
matching 

Fig. 3. Detection of four corners of penalty area 

If the initial predicted four points cannot be obtained because of miss-detection of 
AR marker, the detected four points in the previous frame are used as the predicted 
four points.  This enables continuous estimation of the projection matrix of the ob-
serving camera even when the AR marker cannot be detected by the camera. 

For estimating the projection matrix, we first compute homography H using the 
four corner points of the penalty area detected as described above. Then we do not use 
the positions of the corners of the penalty area in the stadium model, but in the real 
stadium, so that we can compute the projection matrix of the observing camera onto 
the real stadium position. This virtually connects the observing camera to the real 
stadium coordinate. 

For upgrading homography to projection matrix, we employ the following equation 
[11][12]. 
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As shown in Eq. (2), homography is equivalent with projection matrix when Z 
component is zero. This implies that we need to compute rotation vector for Z axis, 
which can be computed from rotation vectors for X and Y axis using the property of 
rotation matrix. Accordingly, we can get projection matrix of the observing cameras. 

2.3   Selection of Stadium Camera for Overlay (On-Line Phase) 

For each frame, we select the stadium camera closest to the observing camera using 
the estimated projection matrix as described above. In the experimental setting in this 
paper, we use the stadium cameras with the coordinate as shown in Fig. 4 (a), in 
which the goal area should be captured by all stadium cameras. In this case, the verti-
cal axis on the field on the real stadium is set as Z axis, which implies that the most  
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(a) Stadium cameras (b) Observing camera 

Fig. 4. Arrangement of cameras 

significant direction of the stadium camera is the rotation around Z axis. Therefore, 
we evaluate only the direction around Z axis for finding the stadium camera closest to 
the observing camera. The direction can be computed from the projection matrix of 
every camera. 

2.4   Computing Positions of Players and Ball (Off-Line Phase) 

For overlaying the players and the ball onto the images captured with the observing 
camera, we need to compute the 3D positions of them in the coordinate of the field in 
the real stadium. 

For the players’ positions, we assume that the players are always standing on the 
ground by their foot, so that we can say that the position along Z axis for every player 
is always zero: Z=0.  Then we can compute the positions on XY plane for every player 
from the foot position (x,y) of the player in the image captured in the stadium camera 
selected as described in the previous section by using the projection matrix of the 
stadium camera with the condition of Z=0.  

For the ball position, we compute the 3D position from the ball positions detected 
in two images of arbitrarily selected two stadium cameras by using the projection 
matrices of both cameras.  The 3D position can be computed according the following 
equation 
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(3) 

where the projection matrices of the stadium cameras are represented as P and P’, the 
ball positions in both cameras are indicated as (x,y), (x’,y’), and the ball positions is 
(XB,YB,ZB). 

2.5   AR Display (On-Line Phase)  

For AR display onto the image captured with the observing camera, the players,  
the ball and the goal are overlaid at the projected positions from the computed 3D 



 AR Display for Observing Sports Events Based on Camera Tracking 427 

positions of them using the projection matrix of the observing camera. The position of 
the goal is previously computed by manual operation.  For the images of the ball and 
the goal, we use simple CG models as shown in Fig.5 (c) and (d) because of CG im-
age are more clear in visual appearance than segmented image from the input image 
captured with the stadium camera.  For the player, we use the segmented image of 
each player shown in Fig.5 (a) or the CG model image as shown in Fig.5 (b).  The CG 
model image is used particularly when the viewpoint of the observing camera is close 
to the top-down direction, because there is no image captured with the stadium cam-
eras for such direction of observing camera. 

 

 

   

(a) Segmented image 
(player) 

(b) CG model 
image (player) 

(c) CG model image 
(goal) 

(b) CG model image 
(ball) 

Fig. 5. Images of various objects that are overlaid onto observing camera image 

The size of the overlaid image is also very important for realistic AR display of 
those objects. The magnifying size is determined based on the position of the observ-
ing camera. The magnifying ratio s of the object images is decided based on the ratio 
of the norms of translational vectors T and T’ of the selected stadium camera and the 
observing camera, respectively, by the following equation. 

T

T

′
= as

     

(a indicates a controlling coefficient) (4) 

According to this equation, we can change the size of the object images by the  
distance between the stadium model and the observing camera. 

3   Experiments 

As the videos captured by the stadium cameras, we use the multiple viewpoint videos 
of the professional soccer match that are captured in Ajinomoto Stadium in Tokyo, 
Japan. We used three cameras that were located as shown in Fig. 6. The distance 
between camera 1 and camera 2 was 10m, and the distance between camera 2 and 3 
was 20m.  We also synchronized those cameras in frame. 

As for the observing camera, we used WebCam Live!Pro of Creative. The size of 
captured images is 640 x 480pixels. 
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Fig. 6. Arrangement of stadium cameras 

   

   

Fig. 7. The examples of AR display images 

The examples of AR display images are shown in Fig.7. Please note that the player 
images in this example were intentionally painted by homogenous color by manually.  
This is because of the limitation of the video copyright of the professional soccer 
match.  The example images demonstrate that we can correctly overlay the object 
onto the images captured with moving observing camera. 

Fig. 8 demonstrates that the propose system can correctly track the observing cam-
era even when the marker is occluded. Fig.8 (a) is the AR display on the observing 
camera without the template matching of the corners, in which the object images are 
overlaid at wrong positions in the observing images because of the occlusion of the 
maker.  On the other hand, Fig. 8 (b) demonstrates that the projection matrix of the 
observing camera can be correctly estimated even when the marker is occluded, be-
cause the corners of the penalty area can correctly be detected.   

Fig. 9 shows examples of the way to providing additional information of the soccer 
match, such as the off-side line and the trajectory of the ball. 
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(a) Without corner tracking (b) With corner tracking 

Fig. 8. AR display in case of marker occlusion 

 
(a) Off side line display  (b) Ball trajectory display 

Fig. 9. Adding information 

4   Conclusion 

In this paper, we present an AR display system for observing soccer match on a  
desktop stadium based on camera tracking using pattern of the desktop ground by 
overlaying players captured in real sports events with multiple stadium cameras. In 
the proposed system, the projection matrix of an observing camera is estimated in 
real-time by using a soccer field pattern on the desk top and an AR marker. 
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