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Abstract— In this paper, we propose a system for auto-
stereoscopic display based on a color camera and TOF depth
camera. Auto-stereoscopic display can render different view
images from a single color image with its corresponding depth
map. The TOF depth camera does not provide color information
and is low resolution. It means that captured data cannot be used
directly with the auto-stereoscopic display. A high resolution
color camera is added beside the depth camera. The color camera
and the depth camera are not located at the same position which
means that viewpoints are slightly different. We apply view
translation techniques to depth information and generate the
corresponding depth map.
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.  INTRODUCTION

3DTV has been recently considered as the next generation
of multimedia consumer products. For that purpose, the
development of stereoscopic displays has been considerably
promoted by several display manufactures.

Some 3D contents which aim at the stereoscopic display are
being made centering the entertainment field such as TV,
movie, Video games. In general, such contents for
stereoscopic display are generated based on computer graphic
techniques, because depth information can be easily obtained.
Creating 3D content from live real scene for auto-stereoscopic
displays [1] remains more difficult because it required to
compute depth information in real time. This is still a very
important issue.

For that purpose, a depth camera can used to obtain depth
information from a real scene. By associating the depth image
with the corresponding color image, it is possible to quickly
generate the input images for auto-stereoscopic displays.

Our framework for interactive 3D content generation for auto-
stereoscopic display consists in a depth camera based on the
Time Of Flight technology [2], a color camera and an auto-
stereoscopic display.

The color camera is used to capture the texture corresponding
to the depth map. The 3D content is generated by merging the
depth map and the texture image and sending the result to the
auto-stereoscopic display. Since the viewpoints of depth and
color cameras are slightly different, the image from one
camera should be transferred to the other camera’s viewpoint.
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This paper is structured as follows. We start giving an
overview of related and previous works, then we present a
description of our equipment. In the next section we give
details about our full system and algorithms. Finally, we
present and discuss the results of our approach.

II. RELATED WORK

A common method to generate input images for auto-
stereoscopic display is to use as many cameras as the required
views. Naemura [et al.] have developed a real time 3D system
called “TransCAIP” [3]. It uses 64 images captured by web
cameras and generates the new 60 viewpoint images by using
image based rendering techniques. Since this system needs
many cameras, it is not convenient to apply it in every
situation. Moreover, when considering broadcasting or
streaming, such huge volume of data is not acceptable.

Another algorithm called 2D plus Depth generates the input
images thanks to depth information [4]. In these method, the
2D points of an original image are re-projected into the 3D
world coordinate by using depth information. After that, these
3D points are projected back onto the image plane of the
virtual camera which is located in left or right side of original
camera position and we can get the different view images.
Such depth information can be obtained by stereo
measurement of the input images [5, 6]. However,
computational time is a significant limitation in such case.

The problem of computational time may be solved by
applying the high spec LSI and GPUs with low prices. Nozick
[et al.] have proposed a pixel matching method using Plane
Sweep algorithm on GPU [7]. Since each process is
parallelized, the process can be performed in real-time.
However, the resolution of images is about VGA or QVGA,
because of computational time limitation. For displaying 3D
contents on a large monitor, resolution is a very important
issue.

A depth camera can directly capture depth information.
Especially, a Time Of Flight (TOF) camera obtains the
distance to the object by measuring the time of reflected
infrared light. Since the system is simple and the processing
speed is fast, it is suit for capturing the dynamic scene.
Therefore our system employs such king of camera.



III. OVERVIEW

A.  The Time Of Flight Camera

A camera using TOF can measure distances in a scene in real
time. The camera emits infrared light that is reflected by the
objects and come back onto the camera's sensor. Then, the
traveling time of the light is measured for each pixel of the
sensor and used for computing the depth of the scene.

Figure 1 presents images captured by the TOF camera.
Figure 1(a) is the depth map where bright areas are closer
from the camera than dark areas. Figure 1 (b) is the intensity
map of the reflected infrared rays that can be used as a roughly
gray scale image. However, the resolution of such a TOF
camera is only 176 x 144 and it is not possible to retrieve the
color information. Therefore, a high resolution color camera
should be added and the view point of the depth map should
be transferred onto the color camera’s view point.

(b) intensity map

(a) dépth map

Figure 1. An example of images captured from the TOF camera.

B.  Auto-stereoscopic Display

Auto-stereoscopic displays offer the ability for one or several
users to see 3D-images without wearing any glasses.
Depending on their characteristics, auto-stercoscopic displays
require from 5 to 64 images to display a single 3D frame. A
filter, made of small lenses or a fine grating, is overlaid on the
surface of the screen and ensures to emit each image in a
specific direction. So, if the user is well located in front of the
display, each eye can see a single specific image.

Some auto-stereoscopic displays, like Philips one [§], employ
the 2D plus depth [9] algorithm to save data transfer
bandwidth between the screen and the computer. It requires a
single color image associated with its corresponding depth
map. The other views are generated directly by the screen
using these information as depicted in Figure 2.

IV. PROPOSED SYSTEM

A. System overview

As explained in section III. A., the depth camera does not
provide color information and is low resolution. It means that
captured data cannot be directly used with the auto-
stereoscopic display by applying the 2D plus depth algorithm.
To fit the requirement of the screen, a high resolution color
camera is added beside the depth camera. Such a system is
presented in Figure 3.
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Figure 2. Overview of 3D image rendering.process

Since the color camera and the depth camera are not located
at the same position, their viewpoints are slightly different.
Therefore, a transformation is required to match the depth map
with the color image.

When mapping color and depth images, a lack of data occurs
because of occlusions. Since color is the most relevant visual
information perceived by humans, the transformation is then
applied on the depth map.

The Process of our system is presented in Figure 4. The
process consists in two parts. First, considering that both
cameras are fixed, we pre-compute the intrinsic and extrinsic
parameters of the cameras. Second, for each input frame from
the depth camera, we apply the view transformation technique
to match the color image by using the computed camera
parameters. The result is then converted according to the
requirement of our auto-stereoscopic screen input format.

Viewpoint Transfe

Colorcamera . ;

Depth Camera

Stereoscopic
Display

Figure 3. Depth camera with color camera for video capturing to display
onto auto-stereoscopic display.
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Figure 4. Flow chart of our method.

B. Camera calibration

The calibration phase consists in evaluating the intrinsic and
extrinsic parameters of the color and depth cameras.

Intrinsic parameters are computed using the Zhang’s
method [10] with a chessboard.

Considering that the depth camera is positioned at the origin
of the system, only extrinsic parameters of the color camera
have to be computed. Since we can get correspondences
between the both cameras by manual click as shown Figure 5
and obtain the 3D coordinates corresponding to these points
by depth wvalues, it's possible to compute the matrix that
projects 3D points into color image space. By using this
matrix, the depth map is transformed to the color camera’s
viewpoint at every frame. This calibration is necessary only
once unless we move one of the cameras.

In our current work, we click the corresponding points by
manual, although some feature extraction methods like
SIFT [11] can be applied to this process. Therefore it will be
automatically performed in future work.

Figure 5. Correspondences between images from depth and color cameras..

C. Viewpoint transformation

Each frame of the depth camera is composed of 25000(=
176 X 144) points. This number of 3D points is not sufficient
for view transformation because the resolution of the depth
and color cameras as very different as shown in Figure 6.
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Figure 6. Example of insufficient 3D points.

In order to resolve this problem, we create the distance map
by reducing the width and height of the depth map. In the
image, the distance between each 3D point and the color
camera is mapped. Therefore each pixel (x, y) in the distance
map has the distance value d(x, y).

The distance is obtained by projecting the 3D point to the
image using the camera parameters. The result is normalized
using the following equation:

I(x, y) = 255 (d(x, ) - duin) / (Aax - din)

where d,;, and d,,,. are respectively the distances between the
color camera and the nearest/farthest 3D point from the
viewpoint.

Since some occlusions exist in the depth map, we apply a
median filter to fill the missing areas. However, this approach
is not efficient when these areas are too big and should be
completed by another in-painting method.

V. RESULT & DISCUSSION

We present results to check the availability of our proposed
method using the following environment.

+  CPU Core 2 Duo :3.0 GHz

* Memory :2GB

+  Resolution of color camera : 640 x 480
* Resolution of depth camera : 176 x 144

Figure 7 depicts the view transformation result. The depth
image shown in the middle is transformed to match the upper
image. The lower image is the result of our view
transformation algorithm. The matching correctness of the
result between the depth map and the color image is shown
thanks to the red lines.



Figure 7. Result of viewpoint transfer of depth video. The top image is the
input color image. The middle image is the original depth map. The bottom
image is the transformed depth map.

Another result is presented in Figure 8. Some occlusion areas
represented by black regions in the result image cannot be
avoided using the median filter method. Black areas on the
bottom and left parts are the consequences of the radial
distortion correction applied by the hardware of the depth
camera.

Figure 8. Result of viewpoint transfer of depth video.

As we described in section III A, the TOF depth camera can
generate and transmit the data in real time. In that sense, our
system needs computational cost only in the translation phase.
The full process of our system runs at an average frame-rate of
10 frame / seconds. This can be improved by using a GPU
framework.

Figure 9 shows the picture of the exhibition “InterBEE 2009
(International Broadcasting Equipment Exhibition)” held in
November 2009. We have demonstrated our system that
shows 3D video with an auto-stereoscopic display. Our system
presented the 3D video of the captured real scene in real time
and attracted from lots of participants because other
demonstrations of 3D display in the exhibition required some
glasses or displayed only CG objects.
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Figure 9. System for real-time 3D capturing with depth and color for auto-
stereoscopic display

VI. CONCLUSION

In this paper, we have presented a method to generate 3D
content for auto-stereoscopic display from live captured real
scenes. A depth camera associated to a color camera are used
to fit the requirement of the 2D plus Depth algorithm. Since
the positions of these cameras are slightly different, we apply
fast image transformation to match the color and depth
information.

In near future, we want to apply an extra algorithm to fill the
holes generated from the occlusions like an in-painting
method.
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