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ABSTRACT
We propose a system that registers and retrieves text doc-
uments to annotate them on-line. The user registers a text
document captured from a nearly top view and adds virtual
annotations. When the user thereafter captures the doc-
ument again, the system retrieves and displays the appro-
priate annotations, in real-time and at the correct location.
Registering and deleting documents is done by user interac-
tion. Our approach relies on LLAH, a hashing based method
for document image retrieval. At the on-line registering
stage, our system extracts keypoints from the input image
and stores their descriptors computed from their neighbors.
After registration, our system can quickly �nd the stored
document corresponding to an input view by matching key-
points. From the matches, our system estimates the geomet-
rical relationship between the camera and the document for
accurately overlaying the annotations. In the experimental
results, we show that our system can achieve on-line and
real-time performances.

Categories and Subject Descriptors
K.5.1 [INFORMATION INTERFACES AND PRESENTA-
TION]: Multimedia Information SystemsArti�cial, augmented,
and virtual realities; I.4.8 [IMAGE PROCESSING AND
COMPUTER VISION]: Scene AnalysisTracking

General Terms
Algorithms
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1. INTRODUCTION
Augmented reality is one of the popular research cate-

gories in computer vision and human computer interaction.
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AR applications are widely developed for game, education,
industry, communication and so on. They usually need to
estimate geometrical relationship between the camera and
the real world to overlay virtual objects with geometrical
consistency. One of the traditional approaches to estimate
the geometry is to use �ducial markers [6]. In recent years,
the research direction of AR is going towards using natu-
ral features in order to reduce the limitations of a practical
use [16].
Nowadays, augmenting documents is gaining in popular-

ity and is called Paper-Based Augmented Reality [5]. The
purpose of this research is to enlarge the usage of a phys-
ical document. For example, a user can click words on a
physical document through a mobile phone. This enables
a document paper to be a new tangible interface for con-
necting physical to digital worlds. Hull et al have proposed
a clickable document, which has some colored words as a
printed hyperlink [5]. When the user reads the document,
the user can click the colored word to connect the Internet.
Also, the user can watch the movie instead of the printed
picture on the document. Their application was designed for
extending the usage of existing newspapers or magazines.
As a novel application for document based AR, we propose

a system that registers a document image with some user an-
notations for later retrieval and augmentation on new views.
Our system is composed of a single camera mounted on a
handheld display, such as a mobile phone, and of the physical
documents the user selects. No other special equipment such
as a �ducial marker is necessary. The user captures the doc-
ument, writes some annotations on the document through
the display, and registers them in our system. When the user
captures the registered document again, the annotations of
the document are retrieved from the database and overlaid
at the position selected by the user beforehand. Our system
can be useful in case that the user does not want to write
annotations directly on valuable documents such as ancient
books.
The rest of the paper is organised as follows: we review

keypoint matching based registration for augmented reality
in the next section. In Section 3, we introduce the usage
of our system. Then, we explain the detailed algorithm of
our system in Section 4. We evaluate the way of capturing
documents and processing time in Section 5, and conclude
in Section 6.

2. RELATED WORKS
The process of registration by keypoint matching between



two images can be divided into three parts; extraction, de-
scription and matching.
As a �rst step, we extract keypoints which have distinctive

and di�erent appearance from other pixels in each image.
By using these distinctive keypoints, it is easier to establish
correspondences between two images. Harris corner [4] and
FAST corner [13] are widely used and keep the repeatability
of the extraction under di�erent viewpoints.
Next, these keypoints are described as a high dimensional

vector for robust and stable matching. The vector is usu-
ally computed with local neighbor region of the keypoint.
The well-known descriptors such as SIFT [8] and SURF [2]
with 128 dimensional vector are well designed to be invariant
to illumination, rotation and translation change. Since the
computational cost of SIFT is not su�cient for real-time
processing, several attempts to reduce the cost have been
done [14, 16].
Matching of descriptors can be addressed as a nearest

neighbor searching problem. KD-tree based approach [1]
and a hash scheme [3] are typical as an approximated near-
est neighbor searching. Though the nearest neighbor can-
not be always searched, the computational cost is drastically
reduced compared to full searching. Nister and Stewenius
have proposed a recursive k-means tree as a tree structure
for quick retrieval [12]. Lepetit et al. have proposed another
approach by treating the keypoint matching as a classi�ca-
tion [7].
The descriptors such as SIFT and SURF are well suited

to match keypoints with rich texture patterns. However,
documents have generally repetitive patterns composed of
text. Since the local region of documents may be similar
and not be distinctive, these descriptors do not work well.
Instead of them, geometrical relationship of keypoints have
been proposed [5, 11].
As a descriptor for a document, Hull et al. have pro-

posed horizontal connectivity of word lengths [5]. Nakai
et al. have proposed LLAH (Locally Likely Arrangement
Hashing), which uses local arrangement of word centers [11].
Uchiyama and Saito extended the framework of LLAH for
more wide range tracking [15]. LLAH is applied to anno-
tation extraction written in a physical documents [9] and
extended to a framework for augmented reality [15].
Since LLAH can achieve real-time processing thanks to

hashing scheme [11, 15], we develop the system based on
LLAH as described in Section 4.

3. PROPOSED SYSTEM
The con�guration of the system is only a camera mounted

handheld display such as a tablet PC or a mobile phone.
The user prepares text documents in which the user wants
to write some annotations electronically. No other special
equipment is used.
At the registration of the document into our system, the

users capture the documents from nearly top view as shown
in Figure 1. While our system shows the captured doc-
ument on the display, the user can write annotations on
the document through the display. We prepare two modes;
text and highlighter. In the text mode, the users can write
down several sentences at speci�ed positions on the docu-
ment as shown in Figure 1(a). This mode works as memos
and can be replaced with handwriting. In the highlighter
mode, the users can highlight the text on the document as
shown in Figure 1(b). Since the highlighted areas are semi-

transparent, this mode can be considered as a virtual color
highlighter pen.
After the registration, the retrieval stage starts. When the

same document is captured again, the annotations are over-
laid at the speci�ed position. While rotating and translating
a camera, the users can watch the overlaid annotations as
written on the document. Since many documents can be
registered in our system, our system can identify which doc-
ument is captured now and overlay each annotation.
The operations for registering and deleting documents are

by user's click. First, our system starts the capturing pro-
cess. If the users register a document, the users click a
button. Then, our system switches to the registration stage
and waits for user's annotation input. After the input, the
users click the button again to switch to the retrieval stage.
During the retrieval stage, the users can watch the anno-
tations on the document captured. When the users delete
a document from the database, the users click the button
while watching the annotations of the document. This op-
eration is designed in order to avoid registering the same
document. By using these user interactions, the users can
register and delete documents.
Our system is designed for the people who do not want to

write annotations on the documents directly and can be also
considered as an electronical bookmarking. In the previous
related works, the document database was prepared from the
digital documents [5, 11, 15]. Since it is di�cult to prepare
the digital version of books and newspapers, our system can
be easier and more practical in terms of the usage because
our system uses physical documents the user has on hand.

4. DETAILS

4.1 LLAH
LLAH is a document image retrieval method [11]. Since

our system relies on it, we brie�y describe the method here
for completeness.
First, the center of each word is extracted from the cap-

tured document image as a keypoint. The image is blurred
by using a Gaussian �lter and binarized by using adaptive
thresholding as shown in Figure 2. Since the �lter size of
both processing a�ects our result, we will discuss their ef-
fects in Section 5.2.
Next, descriptors are computed for each keypoint. In Fig-

ure 3, x is a target keypoint. First, n nearest points of the
target are selected as abcdefg (n = 7). Next, m points out of
the n points are selected as abcde (m = 5). From m points,
a descriptor is computed as explained in the next paragraph.
Since the number of the selections is nCm = n!

m!(n−m)!
, one

keypoint has nCm descriptors.
From m points, 4 points are selected as abcd. From 4

points, we compute the ratio of two triangles. Since the
number of the selections is mC4, the dimension of the de-
scriptor is mC4.
For quick retrieval in keypoint matching, the descriptor

is transformed into an index by using the following hash
function:

Index =

 
mC4−1X

i=0

r(i)k
i

!
mod Hsize (1)

where r(i)(i = 0, 1, ...,m C4 − 1) is a quantized ratio of two
triangles, k is quantization level and Hsize is the hash size.



(a)

(b)

Figure 1: Annotation Overlay. (a) Red text is written as
a memo. (b) Semi-transparent rectangle is highlighted as
written by a color marker pen.

These descriptors allow matching keypoints of an input
image with those of a reference image in the database.

4.2 Document registration
When the user captures a document, our system extracts

its keypoints and computes their descriptors. For each doc-
ument, our system stores keypoints in a table as follows:

Document ID Keypoint ID (x, y) Descriptors

The document ID is numbered by captured order. The
keypoint ID is also numbered by extracted order from the
image. (x, y) is the coordinate in the image. This allows our
system to estimate the geometrical relationship between the
coordinate system of the stored image and the one of the
input image, making possible accurate annotation overlay.
Previous method do not store descriptors [11, 15]. In con-
trast, we need to keep them for the deletion process de-
scribed in Section 4.4.
For document retrieval, our system has a descriptor database

as follows:

(a) (b)

Figure 2: Keypoint extraction. (a) The document is cap-
tured from nearly top viewpoint. (b) The white regions
represent the extracted word regions. The keypoint is the
center of each region.

Figure 3: Descriptor. (1) Selection of n points. (2) Selection
of m points out of n. (3) Selectiong of 4 points out of m (4)
Computation of the two triangles area ratio.

Descriptor (Document ID + Keypoint ID), ...

As described in Section 4.1, the descriptor is an index.
At each index, the set of document ID and keypoint ID is
stored. In our system, we use 16 bits for document ID and 16
bits for keypoint ID, and store them as 32 bits integer. Since
the same descriptor can be computed, we use a list structure
for storing several sets of document ID and keypoint ID at
each index.
The descriptor database was generated as a hash table in

previous works [11, 15]. If the database can be generated
beforehand as in [11, 15], the hash size can be optimized and
optimally designed by using all document images. Since our
system starts from an empty database, it is di�cult to de-
termine the appropriate hash size. For avoiding large empty
spaces in the hash table, we use a sparse tree structure for
the descriptor database. Even though the computational
cost of a binary tree for searching will be O(log2 N) com-
pared with O(1) of a hash table, it is enough for our purpose,
as discussed in Section 5.3.

4.3 Document retrieval
In this process, keypoints are extracted, and their descrip-

tors and indices are computed as described in Section 4.1.
For each keypoint, the several sets of document ID and key-
point ID are retrieved from the descriptor database. If the
retrieval is relatively succeeded, the same set of document ID
and keypoint ID often appears for a keypoint. By selecting
maximum number of the counted sets, one set (document
ID and keypoint ID) is assigned to a keypoint.
After assigning one set to each keypoint, we count as-

signed document ID of each keypoint in order to determine
the document image captured currently. The document cap-
tured is also identi�ed by selecting maximum number of the



counts.
For verifying that the selected document is correct, we

compute geometrical constraints such as fundamental ma-
trix and homography matrix. Since the paper is put on the
table, we can use RANSAC based homography computation
for the veri�cation [15].
From the computed homography, we can overlay some AR

annotations at speci�ed positions on the document. The
document retrieval and annotation overlay can be simulta-
neously done in the same process.

4.4 Document deletion
As described in Section 3, the users can delete the docu-

ment while watching the annotation of the document. This
means that the users delete the current retrieved document.
When the document is deleted, its document data such as

the sets of document ID and keypoint ID and their descrip-
tors should be deleted. First, we delete the sets of document
ID and keypoint ID from the descriptor database. Since we
keep descriptors (indices) for each keypoint in the registra-
tion, we can delete the sets by accessing each index. After
deleting the sets, we delete other document data.

5. EXPERIMENTS

5.1 Setting
The parameters in LLAH a�ect the performance and ac-

curacy of document image retrieval. Since the in�uence of
the parameters has already been discussed in [11], we do not
discuss it here and �x the parameters through our experi-
ments. Instead, we will discuss about the way of capturing
a document and the processing time for our purpose.
In LLAH, the parameters are described in Section 4.1 as

follows: n, m, k and Hsize. Since we set n = 6 and m = 5,
the number of descriptors for one keypoint is 6C5 = 6. The
quantization level is k = 32 and the hash size is Hsize =
223 − 1. As described in Section 4.2, the hash size is used
only for computing descriptors. Each descriptor is stored
in a binary tree structure. The quantization method of de-
scriptors is the same as [11].
In our current implementation, we use a laptop with a

�re wire camera for a device. The laptop has Intel Core 2
Duo 2.2 GHz and 3GB RAM. The size of the input image
is 640× 480 pixels, and the size for the keypoint extraction
is 320× 240 pixels for fast computation. The focal length of
the lens is �xed as 6mm.

5.2 Image capture
In LLAH, the keypoint extraction is composed of smooth-

ing by a Gaussian �lter and binarization by adaptive thresh-
olding. The �lter size of both methods needs to be deter-
mined beforehand.
Since the �lter size a�ects the result of keypoint extrac-

tion, we have tested the keypoint extraction to images cap-
tured from di�erent position as shown in Figure 4. The
Gaussian �lter is 3× 3 and the �lter for adaptive threshold-
ing is 11 × 11. The character size is 10 pt written in a A4
paper with two column format.
If the camera is close to the document as 3cm, the each

character is individually extracted as shown in Figure 4(a).
On the other hand, the word region cannot be extracted
from the image captured far from the document (20cm) as

shown in Figure 4(b). The word regions are desirably ex-
tracted in case of Figure 4(c).
The result of keypoint extraction can be in�uenced by

image size, character size in a physical document, distance
between a camera and a document, two �lters' size and a
lens. These parameters should be optimized by considering
the use of the application. In our application, examples of a
captured image are as shown in Figure 1. The user captures
a A4 paper with 10 pt size's character from around 10 cm
high.

5.3 Processing time
We have measured the processing time with 200 small

parts of documents. The size of each small part is as shown
in Figure 1. In this region, the average number of keypoints
was around 180.
The average processing time of each process is shown in

Table 1. The document registration without user's annota-
tion took 1 msec. The document deletion also took 1 msec.
From these result, user interactions can be done with no
stress.
Regarding the document retrieval including the annota-

tion overlay, the average time was 30 msec. Compared with
the previous related work [15], the computational cost was
reduced because the number of keypoints in a smaller image
was fewer. Even though we use a tree structure for search-
ing, we can still achieve about 30 fps and enough processing
time for AR.

Table 1: Processing time
Process msec

Registration 1
Retrieval 30
Deletion 1

6. CONCLUSIONS AND FUTURE WORKS
In this paper, we presented an on-line AR annotation sys-

tem on text documents. The user can register text docu-
ments with annotations virtually written on the document.
Then, the user can watch the annotations by AR while cap-
turing the same document again. Our system provides the
user interaction for registering and deleting documents. The
algorithm of our system is based on LLAH. Our system
stores keypoints with their descriptors in the captured im-
age. By using LLAH, our system can quickly identify which
document is captured and overlay its annotations. In the
experiments, we showed that our system could work real-
time.
In our current system, target documents are European

documents such as English and French. As a future work, we
will apply to any language by changing the keypoint extrac-
tion method depending on the language [10]. Also, multiple
documents may be detected for showing many annotations
simultaneously. For handling a large scale change, keypoint
extraction on a pyramid image may be another direction.
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