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Abstract—In this paper, a new filtering technique addresses
the disocclusions problem issued from the depth image based
rendering (DIBR) technique within 3DTV framework. An inher-
ent problem with DIBR is to fill in the newly exposed areas
(holes) caused by the image warping process. In opposition with
multiview video (MVV) systems, such as free viewpoint television
(FTV), where multiple reference views are used for recovering
the disocclusions, we consider in this paper a 3DTV system
based on a video-plus-depth sequence which provides only one
reference view of the scene. To overcome this issue, disocclusion
removal can be achieved by pre-processing the depth video and/or
post-processing the warped image through hole-filling techniques.
Specifically, we propose in this paper a pre-processing of the
depth video based on a bilateral filtering according to the strength
of the depth discontinuity. Experimental results are shown to
illustrate the efficiency of the proposed method compared to the
traditional methods.

I. INTRODUCTION

The history of stereoscopy, stereoscopic imaging or three-

dimensional (3D) imaging can be traced back to 1833 when

Sir Charles Wheatstone created a mirror device that provides

to the viewer the illusion of depth, in his description of the

“Phenomena of Binocular Vision”. Three-dimensional tele-

vision (3DTV) has a long history, and over the years with

the improvement of 3D technologies, more interest raised

in 3DTV, which enables the depth perception of program

entertainments without wearing special additional glasses.

A well suitable associated 3D video data representation is

known as video-plus-depth that provides regular 2D videos

enriched with their associated depth video. The 2D video

provides the texture information, the color intensity, whereas

the depth video represents the Z-distance per-pixel between

the camera and a 3D point in the visual scene. For such

purpose, a lot efforts have been performed for estimating depth

information from multiple 2D video inputs. Furthermore,

thanks to recent advances in semiconductor processes, it is

also possible to directly capture depth video thereby using

time-of-flight (TOF) camera [1], also known as depth camera.

Especially, depth image based rendering (DIBR) technique

has been recognized as a promising tool for supporting ad-

vanced 3D video services required in 3DTV, by synthesizing

some new novel views from the so-called video-plus-depth
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data representation. The most important problem in the gen-

eration of the novel views is to deal with the newly exposed

areas, appearing as holes and denoted as disocclusions, which

may be revealed in each novel images.

To deal with these disocclusions, one solution would be to

rely on more complex multi-dimensional data representations,

like layered depth image (LDI) data representation [2] that

allows to store additional depth and color values for pixels that

are occluded in the original view. This extra data provides the

necessary information that is needed to fill in disoccluded areas

in the rendered, novel views. However, this means increasing

the overhead complexity of the system. On the other hand,

disocclusions removal can be achieved by pre-processing the

depth video in order to reduce the depth data discontinuities

in a way that disocclusions decrease, followed by a post-

processing of the warped image to replace the remained

missing areas with some color informations.

In this paper a new filtering technique for depth image based

rendering (DIBR) is proposed, allowing to reduce or com-

pletely remove the depth data discontinuities. This solution is

based on a bilateral filter by taking into account the strength

of the depth discontinuity.

The rest of the paper is organized as follows: in Section II,

the stereoscopic rendering system is presented, followed by the

disocclusion problem involved by the image warping process.

Section III briefly reviews the bilateral filtering. Section IV

addresses the problem of the recovery of disoccluded regions

by pre-processing the depth video through the proposed bilat-

eral filter. In Section V, the proposed system is experimentally

evaluated, and finally, conclusions are drawn in Section VI.

II. NOVEL VIEW SYNTHESIS

A. 3D image warping

This section describes the synthesis of a novel view through

3D image warping technique, one of the DIBR techniques [3],

which enables the generation of the novel view. This includes

a function for mapping points from the reference image plane

to the targeted image plane.

Let us consider in this paper, a stereoscopic set-up with

identical parallel cameras with known camera parameters

(internal and external) (as illustrated in Fig. 1).

Conceptually, the 3D image warping process could be

decomposed into two steps including a first back-projection of
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Fig. 1. Shift-sensor camera setup

the reference image into the 3D-world, followed by projecting

the back-projected 3D scene onto the targeted image plane [3].

Considering the pixel location m1 = (u1, v1), firstly a

back-projection per-pixel is performed from the 2D reference

camera image plane I1 to the 3D-world coordinates. Then, a

second projection from the 3D-world to the image plane I2
of the novel targeted camera at pixel location m2 = (u2, v2),
and so on for each pixel location.

Then, the transformation that defines the new coordinates

m2 in the novel view from the reference view at m1 according

to the depth value Zm1 can be expressed as a horizontal pixel

displacement as follows:

m2 = m1 +

(
f ·tx
Zs1

0

)
(1)

where tx being the horizontal camera translation, and f being

the focal length of the two video cameras.

B. The disocclusion problem

An inherent problem of the described 3D image warping

algorithm is due to the fact that each pixel does not necessarily

exist in both views. Consequently, due to the sharp discontinu-

ities in the depth data (i.e. strong edges), the 3D image warping

can expose areas of the scene that are occluded in the reference

view and become visible in the second view. In Fig. 2, we can

see the resulting warped picture from the 3D image warping

process according to the camera set-up previously described.

The disoccluded regions are colored in magenta.

Pre-processing the depth video allows to reduce the number

and the size of the disoccluded regions, by meaning for

example of smoothing, commonly operated with a Gaussian

filter [4], [5]. Considering the fact that smoothing the whole

depth video before 3D image warping damages more than

simply applying a correction around the edges, a non-linear

edge filter [6], a edge-distant dependent filter [7] and a

discontinuity-based filter [8] have been proposed to reduce

both disocclusions and filtering-induced distortions in the

depth video.

More recently, bilateral filter [9] is used to enhance the

depth video [10], [11] for his edge-preserving capability. Com-

pared with conventional averaging or Gaussian-based filters,

the bilateral filter operates in both spatial space and color

intensity space, which results in preserving the sharp depth

changes in conjunction with the intensity variation in color

space, and in consistent boundaries between texture and depth

images.

In this paper, we give more interest in the bilateral filter for

his ability to consider multiple domains. We propose to extend

this idea in the disocclusion domain to take into account the

strength of the depth discontinuity. Let us first briefly review

the bilateral filtering.

III. BILATERAL FILTERING

A bilateral filter is an edge-preserving smoothing filter.

Whereas many filters are convolutions in the spatial domain,

a bilateral filter also operates in the intensity domain. Rather

than simply replacing a pixel value with a weighted average

of its neighbors, as for instance low-pass Gaussian filter does,

the bilateral filter replaces a pixel value by a weighted average

of its neighbors in both space and intensity domain. As a

consequence, sharp edges are preserved by systematically

excluding pixels across discontinuities from consideration.

The new depth value in the filtered depth map Z̃ at the pixel

location s = (u, v) is then defined by:

Z̃s =
1

k(s)

∑

p∈Ω

f(p − s)g(Zp − Zs)Zp, (2)

where Ω is the neighborhood around s under the convolution

kernel, and k(s) is a normalization term:

k(s) =
∑

p∈Ω

f(p − s)g(Zp − Zs). (3)

In practice, discrete Gaussian function is used for the spatial

filter f in the spatial domain, and for the range filter g in the

intensity domain as follows:

f(p − s) = e
−
d(p−s)2

2σ2
d , (4)

with d(p − s) = ‖p − s‖2 , (5)

where ‖.‖2 is the Euclidean distance, and

g(Zp − Zs) = e
−
δ(Zp−Zs)

2

2σ2r , (6)

with δ(Zp − Zs) = |Zp − Zs| . (7)

where σd and σr are the standard deviation of the spatial filter

f and the range filter g, respectively. The extend of the filtering

is then controlled by these two input parameters.

Therefore, a bilateral filter can be considered as a product

of two Gaussian filters, where the value at a pixel location s is

computed with a weight average of his neighbors by a spatial

component that favors close pixels, and a range component

that penalizes pixels with different intensity.
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(a) reference image (b) depth map (c) warped image

Fig. 2. In magenta: newly exposed areas in the warped picture (from the ATTEST test sequence “Interview”).

IV. PROPOSED DEPTH MAP PRE-PROCESSING

In order to address the disocclusion problem discussed in

Section II-B, Gaussian-based filters have been proposed in the

literature [4], [5], [6], [7], [8]. As we can see, in Fig. 3(a),

the disocclusions have been totally removed from the novel

view through an asymmetric Gaussian filter, but at the cost

of high depth map degradation, resulting in decreasing the

desired compelling depth perception on 3D display.
To overcome this issue, bilateral filter may be utilized for

his abilities to better preserve depth informations. However,

when considering only one reference view, the quality of the

novel view rapidly decrease due to the disocclusions-filling-

induced artifacts as we can see in Fig. 3(b). A trade-off has

then to be find between preserving depth data details (for a

compelling depth perception), and a high novel view synthesis

quality.
In this paper, we give an attempt to combine adaptive

approaches into bilateral filtering, whereby the disocclusions

are removed by depth pre-processing, and in the meantime

the compelling depth perception is preserved. We propose

to extend the well-used Gaussian-based smoothing technique

through a treatment inspired by the bilateral filter introduced

by Tomasi et al. [9] described above, and a two-dimensional

version of the discontinuity analysis of Lee et al. [8]. A new

bilateral filtering method is then proposed that allows to take

into account the strength of the depth discontinuity. Sharp

discontinuities of interest in the depth video are then removed

nearby disoccluded areas by considering disocclusion domain

when adjusting weights of the bilateral filter. Other regions

of the depth video are then filtered through the traditional

bilateral filter, allowing to reduce for example coding-induced

artifacts.

A. Discontinuity analysis

By considering two neighbor pixels s1 and p1 having a sharp

depth discontinuity in the reference image, the disocclusion

length ψ in the novel view can be computed as the Euclidean

distance between the two warped pixels s2 and p2 in the novel

view as follows:

ψ

(
1

Zp

−
1

Zs

)
= ‖p2 − s2‖2 ×H(‖p2 − s2‖1) (8)

where H is the Heaviside step function whose value is zero

for negative argument and one for positive argument. H allows

to distinguish the side of the discontinuity. As illustrated in

Fig. 2(c), the discontinuities of interest are located at the left

side. ‖.‖1 and ‖.‖2 being the Minkowski distance 1 of order

1 and 2, respectively.

After solving by using Eq. (1), Eq. (8) ca be updated as:

ψ

(
1

Zp

−
1

Zs

)
=

∥∥∥∥(p1 − s1) + tx · f ·

(
1/Zp − 1/Zs

0

)∥∥∥∥
2

×H(‖p1 − s1‖1)

(9)

B. Depth map bilateral filtering

In order to take into account the strength of the depth

discontinuity, we propose to replace in Eq. (2) the edge-

stopping function g by a discontinuity-smoothing function

h that will increase the influence of depth pixels nearby

disocclusions. The proposed discontinuity-based bilateral filter

can then be expressed as follows:

Z̃s =
1

k′(s)

∑

p∈Ω

f(p − s)h

(
1

Zp

−
1

Zs

)
Zp, (10)

where Ω is the neighborhood around s under the convolution

kernel, and k′(s) is the updated normalization term:

k′(s) =
∑

p∈Ω

f(p − s)h

(
1

Zp

−
1

Zs

)
. (11)

The discontinuity-smoothing function h is expressed as

follows:

h

(
1

Zp

−
1

Zs

)
=




e
−
ψ(1/Zp−1/Zs)

2

2σ2r , ifψ > ψmin

g(Zp − Zs), otherwise
(12)

with ψ defined in Eq. (9). ψmin being the minimum disocclu-

sion length which enables the smoothing of the discontinuities.

1For two 2D points (u1, v1) and (u2, v2) the Minkowski distance of order

k is defined as:
(

|u1 − u2|
k − |v1 − v2|

k
)

1/k
. Euclidean distance being

the Minkowski distance of order 2.
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Therefore, the discontinuity-smoothing function h will en-

forces a smoothing of the depth video nearby disoccluded

areas, and a strict preservation of the depth edges in non-

disoccluded areas.

V. EXPERIMENTAL RESULTS

For the experiments, we have considered the Advanced

Three-dimensional Television System Technologies (ATTEST)

video-plus-depth sequence “Interview” (720×576, 25fps) [12].

The experimental parameters for the camera are tx=48 mm

for the horizontal camera translation and f=200 mm for the

focal length, and concerning the bilateral filtering process the

parameters σd and σr have been chosen respectively to 20 and

11.

Fig. 3 illustrates different results of the pre-processed depth

video by applying an overall asymmetric Gaussian filtering, a

bilateral filtering, and the proposed discontinuity-based bilat-

eral filtering. One can see also the resulting warped image. In

the case that depth pre-processing is not enough to suppress

all the disocclusions, an inpaint-based hole-filling algorithm is

applied afterwards to fill in the remained disocclusions. Espe-

cially, we performed the state-of-the-art inpainting algorithm

developed by Bertalmio et al. [13] that uses the Navier-Stokes

and fluid dynamics equations.

Let us consider the original depth map Z and the pre-

processed depth map Z̃, and also, the warped pictures Ivirt
and Ĩvirt respectively according to Z and Z̃.
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Fig. 4. Practical disposition of the two PSNR computations

In order to measure the filtering-induced distortion in the

depth map, and in the warped pictures, we defined two

objective PSNR measurements before and after the 3D image

warping (see Fig. 4) as follows:

PSNRdepth = PSNR(Z, Z̃) and (13)

PSNRvirt = PSNR(Ivirt, Ĩvirt)D\O∪Õ (14)

where D ∈ N
2 is the discrete image support, O and Õ being

the occlusion image support of the 3D image warping using

respectively Z and Z̃.

PSNRdepth is calculated between the original depth map

and the filtered one. Hence, PSNRdepth only considers coding

artifacts in the depth map. However, it does not reflect the over-

all quality of the warped image. Then, PSNRvirt is calculated
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Fig. 5. Objective PSNR results.

between the warped image mapped with the decoded depth

map and the original depth map. In order not to introduce

in the PSNRvirt measurement the warping-induced distortion,

PSNRvirt is computed only on the non-disoccluded areas

D\O ∪ Õ.

Although the good visual quality of the warped image

that used an asymmetric Gaussian filtering, the depth map

suffers from a high distortion as illustrated in Fig. 5(a). On

the other hand, indeed bilateral filtering has the benefits to

better preserve the depth discontinuity details, but at the

cost of a low disocclusion removals, which require then the

utilization of hole-filling techniques, and thus, the introduction

of interpolation-induced distortion in the warped image (see

Fig. 5(b)).

Our proposed filtering has the benefits to exploit both advan-

tages of these previous approaches by smoothing the required

depth discontinuities and preserving the other discontinuities,

and in the meantime providing a smooth representation of the

depth video. Moreover by also smoothing homogeneous areas,

like traditional bilateral filter do, the proposed filtering is able

to denoise the depth video, e.g. removing coding-induced arti-

facts. As illustrated in Fig. 5, our proposed method combines

adaptive Gaussian-based techniques in bilateral filtering as a

trade-off between the preservation of the depth map details,

and the quality of the novel view.

148



(a) asymmetric Gaussian pre-filtering (b) bilateral pre-filtering (c) proposed pre-filtering

Fig. 3. Different depth map pre-processing, and the associated synthesized novel view. ((top row) pre-processed depth map, (bottom row) novel view).

VI. CONCLUSION

In this paper, we have addressed the problem of recovering

disoccluded regions by pre-processing the depth video based

on a bilateral filtering, well known for his ability to oper-

ates in different domains. The proposed filter has inherited

the bilateral filter benefits, and in the meantime take into

consideration the strength of the depth discontinuities. As a

consequence, the depth map is then smoothed, and allows

an edge preservation in non-disoccluded regions, and a dis-

continuity removal nearby disoccluded regions. Experimental

results show that the visual quality of the warped image

is improved, and in meantime the depth discontinuities are

preserved in non-disoccluded areas. A trade-off has then be

reached in both depth map and novel view domains that allows

to better preserve the depth perception on 3D display and in

the meantime enhance the quality of the synthesized novel

view. Future studies will concentrate on temporal coherence

in order to ensure spatial and temporal stability.
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