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Abstract

Spatial augmented reality extends augmented real-
ity by projecting virtual data directly on a target sur-
face, but requires to calibrate a projector-camera sys-
tem. This paper introduces a free-calibration projector-
camera system for spatial augmented reality with a pla-
nar surface. A pattern is projected on the target surface
that can be freely moved. The main difficulty is to make
the projected image fitting the target surface. This is of-
ten achieved by calibrating the projector according to
the camera’s pose, but the calibration process is offline
and restricts the configuration of the setup. Our pro-
posed method allows to independently move the projec-
tor, the camera or the surface while the projected image
continuously fit the target surface. The experimental re-
sults demonstrate the efficiency of our calibration-free
spatial augmented reality approach when applied on a
moving planar surface.

1. Introduction

Augmented Reality (AR) augments the real world
with virtual information. This process often mixes data
generated on a computer with a live video stream. A tar-
get surface is detected and tracked in order to correctly
display a virtual object onto the target surface. Thanks
to the latest researches and development advances, it is
now possible to add a projector that directly displays the
virtual information. It is called Spatial Augmented Re-
ality (SAR) [6] and is practical because users no longer
need to carry a visualization device. The main diffi-
culty of this approach is to modify the projected image
to make it fit the target surface. It is often achieved by
calibrating the projector-camera system which is offline
and restricts the configuration of the setup.

The goal of our research is to project a texture on
a moving textured planar surface with an uncalibrated
projector-camera system like in Fig 1. The target planar

surface can be freely moved while the projected image
continuously fits the surface even if the projector or the
camera are shifted. It means that the surface and the
projected image have to be tracked. However, the pro-
jection hinders the tracking, since it badly modifies the
appearance of the surface and prevents the use of stan-
dard trackers based on feature detection.

We propose to address this problem by adapting the
Lucas-Kanade algorithm, a well known planar surface
tracking method that minimizes the difference between
a captured image and a target image. Our algorithm
can simultaneously track both a rich planar surface
texture and a projection texture. We then warp back
both textures to the template coordinates and minimize
the sum of the difference between each warped textures
and the template. The target surface, the camera and the
projector can then be freely moved or their parameters
can be modified since no calibration is required.

Figure 1. Goal of our method.

After introducing some related works, we will ex-
plain our approach in Section 3. Finally, we present our
experimental results in Section 4 with an evaluation of
the accuracy of our method.
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Figure 2. Overview of our setup.

2. Related works

In spatial augmented reality, the projected image
needs to be transformed for fitting the target surface
in real-time. Besides the tracking of the moving tar-
get object, we need to modify the projected image.
However, common tracking techniques based on fea-
ture points [4, 11, 9] or gradient [5, 2] cannot be applied
because of the lighting environment induced by the pro-
jector that hinders the features points.

Several solutions are focusing on imperceptibly em-
bed markers like [7, 14] or sensing devices [3, 12]. But
they reduce the dynamic range of the projector or re-
quire to set sensors on the object. [13, 8] proposed to
add physical markers to track the surface, but the pat-
tern should not be projected onto these markers. Leung
et al. [10] proposed to track the borders of the planar
surface. Audet et al. [1] introduced a directly alignment
method of a projection image with a textured surface by
minimizing the error function of a gradient based track-
ing.

However, all these methods use a calibrated
projector-camera pair and implies that they might fail
if components of the system are separately moved or if
its parameters like the focal length are changed.

3. Our Method

3.1. The geometric Model

Our projector-based Lucas-Kanade algorithm de-
fines two homographies Hs and Hp for warping the sur-
face texture and the projector texture. These warping
functions are respectively defined as W (x; s),W (x; p)
where s and p are homography’s parameters and x =
(x, y) is the coordinate of the image. The geometric
model that defines the relation between the templates
Ts and Tp, and the input image I warped back onto the
template’s coordinate system can be written as follows:

Ts(x) = I(W (x; s)), (1)

Tp(x) = I(W (x; p)). (2)

Also, in terms of coordinates, Eq.(1) and Eq.(2) show
that a pixel xc from the camera image is transformed
by each homography Hs and Hp into a pixel xt in the
template image.

3.2. The energy function

The projection error is minimized by using the
Lucas-Kanade algorithm which is a robustness direct
alignment method against noise. This algorithm min-
imizes the sum of squared error between a template T
and an input image I warped back into the coordinate
frame of the template. Baker and Matthews have pro-
posed the inverse compositional Lucas-Kanade [2] that
switches the role of the template T and the input im-
age I . This methods also allows to pre-compute sev-
eral parts like the Hessian which improves the computa-
tional time during the incremental warp. Since we need
to handle a surface texture and a projector texture, we
propose to create an energy function E depending on
the projector’s energy function Ep and the surface’s en-
ergy function Es. E is then defined as follows:

E = Es + Ep, (3)

with

Es =
∑
x

[T (W (x;∆s))− I(W (x; s))]2, (4)

Ep =
∑
x

[T (W (x;∆p))− I(W (x; p))]2, (5)

The template image T is then defined as the mix of the
template image for the surface Ts and the template im-
age for the projector Tp. Then T = Ts × Tp.

3.3. Minimization

The goal of our method is to minimize Eq.(3) with
respect to ∆s and ∆p, and to update the warping func-
tions as follows:

W (x; s)←W (x; s) ◦W (x;∆s)−1, (6)

W (x; p)←W (x; p) ◦W (x;∆p)−1. (7)

∆s and ∆p can be derived from Eq.(3) as follows:

∆s = He−1
s

∑
x

[∇Ts
∂W

∂s
]T [I(W (x; s))−T (x)] (8)

∆p = He−1
p

∑
x

[∇Tp
∂W

∂p
]T [I(W (x; p))−T (x)] (9)
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with the Hessian matrices Hes:

Hes =
∑
x

[∇Ts
∂W

∂s
]T [∇Ts

∂W

∂s
] (10)

and Hep:

Hep =
∑
x

[∇Tp
∂W

∂p
]T [∇Tp

∂W

∂p
] (11)

and where ∇Tp and ∇Ts are the gradient images of re-
spectively the projected and surface surfaces. ∇Ts

∂W
∂s

and ∇Tp
∂W
∂p are the steepest descent images. Details

about the derivation can be found in [2].
The Hessian matrices Hes,Hep and the steepest

descent images ∇Ts
∂W
∂s and ∇Tp

∂W
∂p can be pre-

computed because they do not depend on the parame-
ters s, p. ∆s and ∆p are also respectively independent
of the parameter p and s in the Eq.(8) and Eq.(9), so
each parameter can be independently computed. Since
the coordinates of the corners of the homography s and
p are directly employed as the warp parameter in our al-
gorithm described in the Alg. 1, the computation of the
warp inversion becomes:

s = s−∆s
p = p−∆p

(12)

Algorithm 1 Our projector-based LK algorithm.
Require: T, s, p

Precompute: ∇Ts
δW
δs ,∇Tp

δW
δp ,HessiansHes Hep

repeat
Warp I with W (x; s) to compute I(W (x; s))
Compute I(W (x; s))− T
Compute ∆s with equation 8
s← s−∆s
Warp I with W (x; p) to compute I(W (x; p))
Compute I(W (x; p))− T
Compute ∆p with equation 9
p← p−∆p

until residual image < threshold
return: s, p

3.4. Initialization and update of the homogra-
phies

Before running the Lucas-Kanade algorithm, we
need to initialize the homographies Hp and Hs. First,
we manually define the corners’ position of the surface
texture in the camera image and compute the homogra-
phy Hs that transforms it to the template space. Sim-
ilarly, we manually detect the projected texture in the

Figure 3. Results of our experiments.

camera image and compute the homography Hp. The
projected texture can then fit the surface texture by com-
puting and applying the homography H:

H = Hp ×H−1
s (13)

Our projector Lucas-Kanade algorithm estimates the
homographies Hs and Hp that respectively transforms
projected texture defined in the template space to sur-
face texture and the projected texture in the camera
space. At the end of this minimization process, the
projected texture defined in the template space is trans-
formed by applying the homography H updated as fol-
lows:

H ← Hp ×H−1
s ×H, (14)

After updating the homography H , the projected pattern
will fit the surface texture until either the projector, the
camera or the target planar surface are moved.

4. Results

Our system is composed of a LCD projector EPSON
EB-X8 and a PGR Flea3 camera with a 640×480 res-
olution that are set to form an uncalibrated projector-
camera system like in Fig.2. The surface texture con-
tains a human face with enough image gradient for
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Figure 4. Result of the RMSE for 5 frames.

the tracking. Under this configuration, we achieved 3
frames per second on a Intel Core2 Duo 2.80GHz. Our
method has been tested under two situations. First, we
translated and rotated the textured target surface in ev-
ery direction. Second, we moved the projector and cam-
era. Results are presented in Fig. 3 with three different
experiments.

The accuracy of our tracking was evaluated with the
Root Mean Square Error. RMSE is computed in the
region of interest as follows:

RMSE =

√
(I −H−1

p Tp −H−1
s Ts

2
/pix) (15)

where RMSE is the Root Mean Square Error and pix
is the number of pixels in the region of interest. The plot
of the RMSE is presented in Fig.4. The convergence
of the RMSES, computed for five non-consecutive
frames, indicates that the homographies are correctly
estimated.

5. Conclusions

In this paper we have presented a method to project
a pattern on a moving textured planar surface using an
uncalibrated projector-camera system. The target pla-
nar surface can be freely moved while the projected im-
age will constantly fit the surface even if the projector
or the camera are shifted. Our results have shown that
the surface and the projector images can be both tracked
but not in real-time. We are then currently trying to con-
verting our method for GPGPU to speed-up the process
since it can be parallelized.
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