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ABSTRACT

We propose a vehicle make and model recognition method for
the smart phone, and implemented it onto them. Our method
identifies the make and model from the variety of viewpoints
while the conventional methods for VMMR work only for the
frontal or rear view images. This method enables the users to
take the pictures from a certain range of angles. Our method
uses SIFT, that has scale and rotation invariance to solve the
alignment issue. It creates the pseudo frontal view images by
homography matrix and extracts the keypoints. Homography
matrix is calculated with the position of the license plate. Our
experimental result shows our method enables to recognize
up to 60-degree angle.

Index Terms— Vehicle Make and Model Recognition,
Image Retrieval, Keypoint Matching, View Invariance, SIFT

1. INTRODUCTION

In recent years, prevailing of the smart phones is increasing
the demand of Web search applications. The users demand
is to get information of the products by simply taking a pic-
ture and searching through image retrieval systems such as
Google Goggles[1] and A9[2] etc. Image retrieval systems
often recognize the object by extracting keypoints and com-
paring their features. It outputs the similar images. If this im-
age retrieval system is more improved, the users can search
anything around the world. It must promote the commercial
industry. There is a demand for automobile industry to link
to products’ information, including its performance, price,
users’ certificates or other similar products.

On the other hand, vehicle detecting system is well-known
in study of intelligence transport systems (ITS). Most of them
in Computer Vision are vehicle detection, vehicle classifica-
tion, license plate recognition or vehicle tracking. However,
there are few papers about vehicle make and model recog-
nition (VMMR). Difficulties in VMMR are 1. Illumination
conditions highly influence its metallic surface. 2. There are
only a few keypoints extracted on its body. 3. Images vary
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from viewpoints since it is a 3D object. The view point in-
variance must be one of the most important issues in the case
of smart phone usage since the users can move around the
object.

In this paper, we are focusing on the second and third is-
sues in a 2D-2D vehicle retrieval system. We conducted the
pre-experiments to select the suitable feature and verify the
region of interest (ROI) for VMMR. Our method uses SIFT
to solve the alignment issue. To solve the second issue, the
front area is defined as ROI, as the pre-experiment shows it
has enough information and discriminative power to solve the
second issue. To solve the third issue, our system transforms
the query images to the pseudo frontal images by homography
matrix and the database stores only frontal view images.

In this paper, we implemented a vehicle retrieval system
onto the smart phone. The contribution of this paper is for
the users to take the pictures from variety of view points. Our
result shows higher performance in recognition even with the
angled view images.

This paper is structured as follows. Section 2 describes
the related works. Section 3 describes technical difficulties
in VMMR. Section 4 describes the dataset and the proposed
methods. Section 5 describes the experiments and its results.
Section 6 shows our implementation of our method onto the
smart phones. Section 7 mentions the conclusion.

2. RELATED WORKS

Scale Invariant Feature Transform (SIFT) [3] is often used
in the image retrieval system, for it is scale and rotation in-
variant feature detector and descriptor. This method is useful
when the alignment issue occurs. Maximally-Stable Extremal
Region Detector (MSER) [4],Harris-affine [5] and Hessian-
affine [5] are known for the invariance to affine distortion,
though there is no descriptor for each of them. Even if the
keypoints are extracted, the feature description will be dif-
ferent from the ones extracted on the image before transfor-
mation. Therefore the keypoint matching will fail. Keypoint
matching using randomized tree [6] is also useful for affine
distortion, but learning process should be conducted before-
hand. ASIFT [7] is the closest approach to our method. It
conducts too many transformations, so we simplify the pro-
cess and transform only one time.



Table 1. Average Ranking in SIFT and HOG
models SIFT HOG models SIFT HOG

aqua 1.0 21.0 auris 1.0 3.1
corolla fielder 1.0 19.9 markx 1.0 10.8

porte 1.0 18.8 prius 1.0 8.4
prius alpha 2.1 13.6 spade 1.0 27.1

wish 1.0 17.3 total 1.1 15.6

aqua spade

SIFT

HOG

Fig. 1. Visualization of SIFT and Difference of HOG

For VMMR to deal with the illumination issue shown
in section 1, Psyllos et al. [8] method does multiple pro-
cess for identification, including the measurement of the ve-
hicle height and width using the edges. In their method,
they need to have prior knowledge of the vehicle shape. To
solve the keypoints issue, query images have to be the frontal
ones. Therefore it is not invariant to viewpoint changes. The
method of Han et al. [9] uses surveillance video to reconstruct
3D model to deal with the 3D object issue, but it has to store
CAD data in database to compare. Some methods for 3D
recognition store many images, which is taken from variety
of angles. But in those methods, more numbers of database
images are needed to raise the accuracy of recognition, which
is discussed in H.Yabushita et al. work [10].

Our system can identify the make and model even with
the angled view images. It uses SIFT for alignment and prior
knowledge issue. To increase the invariance to the view point
changes, it creates the pseudo frontal images while it only
stores the frontal images in database.

3. DIFFICULTIES IN VMMR

In this section, we refer to the difficulties in VMMR. Sec-
tion 3.1 shows the comparison of the features. Section 3.2
discusses the ROI for VMMR.

3.1. Comparison of the Features
We conduct the pre-experiment to select the feature for
VMMR. All the images in the dataset are taken from web 3D
viewer of Toyota, Mazda, Honda and Nissan cars. The detail
of the dataset is described below.

Database: All the images are taken from their front. There
are 30 images in total and each model has one image.

(a) thsift = 350 (b) thsift = 350

Fig. 2. Matching under Different Threshold

(a) Query (b) Database

Fig. 3. Extracted Keypoints on the Vehicle

Query: There are nine models in total, and each model have
from three to ten images. They are all taken from the
front to simplify the 3-D object recognition issue. The
images are different color from the database images.

Conventional VMMR methods use the edges features and
calculate the features from the whole images, not the local
points. Our result shows keypoint-based feature is more ef-
fective to identify the models.

We compared Histogram Oriented Gradient (HOG)[11]
and SIFT. Table.1 shows the average ranking of each model.
Table.1 shows SIFT is more suitable for VMMR. Fig. 1 shows
the visualization of each feature extraction. The images at the
top row show the SIFT keypoints matching results and the
ones at the bottom show the difference of HOG between the
query and database image. In the difference of HOG images,
alignment issue occurs as there exist the gaps between the
query and database image. On the other, there are still many
geometrically mismatching points in the SIFT images, though
alignment issue doesn’t exist since SIFT is invariant to scale
and rotation. It is obvious that the conventional edge methods
[8][10] will fail with the query images taken from an arbitrary
angle. This result led us to select SIFT for our method.

3.2. Region of Interest for VMMR
To confirm the ROI in VMMR, we conduct the pre-
experiment below. We use the images taken from the corner
of the vehicle to capture the whole areas of the object. Fig.
3 shows the keypoints tend to be strongly extracted from its
wheels, lights, emblems, front grill and edges of doors. Es-
pecially there exist many of them on the wheels and front.
Fig. 2 is the visualization of the matching points. Matching
points are found by calculating Euclidian distance of features
between two points. In Fig. 2, the experiment is conducted
in the situation, where the threshold thsift is extremely low
or high. Under high threshold condition, points are match-
ing to geometrically incorrect points. When thsift is low, the
matching points remaining on the surface is mainly on the
wheels and the edges of the doors.

The former result describes the area of the wheels and



front have more information than other part of the vehicle.
The latter result shows there are many similar points on the
surface of the vehicle and most similar points exist around
the wheels.

These two results tell the wheels have most powerful fea-
tures. However once the wheel is replaced, VMMR system
based on wheels fails. Therefore frontal view must be one of
the most informative and discriminative areas.

4. PROPOSED METHOD

In our method, we define frontal view as ROI in VMMR due
to the issue in section 3.2 and store two different color im-
ages for each model due to the color variation issue. In this
paper, we are focusing on viewpoint changes and improve the
invariance to it. Our system creates the pseudo frontal images
to compare with the database. It works when four corner of
the license plate are captured in a query image.

4.1. Framework of Our Method

An outline of our proposed method is shown in Fig. 4. One of
the main differences from conventional 3D object recognition
methods is that our method only needs frontal view images
of the vehicle in database and transforms the query image to
create new appearance from a certain angle. We describe the
role of each process below. More details of our contribution
are described in section 4.2 and 4.3.

Input

Database stores only frontal view images and the query
image can be taken from variety of angles. In database, there
are two colors in each vehicle.

Query Image Transformation

The pseudo frontal images are created by transforming
the query images by homography matrix, which is calculated
from the corner positions of the license plates.

Find Matching Points

Keypoints are extracted from transformed query image
and ones in database using SIFT. We count the number of key-
points for database and query. After finding the closest points
by Bruteforce matching, we calculate Euclidian distance of
the features between two keypoints. If the distance is under
the threshold, they are defined as matched.

Reduction of the Geometric Mismatching

After finding matching points between the query and
database image, We calculate homography matrix based on
them by RANSAC and reproject the points, which are defined
as matched in the database image, to the query image plane.
Then we calculate the reprojection error and if the error by
pixel is over the threshold, these points are eliminated as ge-
ometrically mismatched. Finally, we count the number of the
remaining matching points.

Fig. 4. Framework of Our Method

Calculate Matching Score

After finding geometrically matching points, matching
score Score is calculated. We use cosine similarity(eq.1) for
evaluation. Higher score means better matching results.

Score =
m

rq
(1)

r : #keypoints in a database image
q : #keypoints in a query image
m: #matching points

Output

Finally, this system outputs a list of database images rank-
ing by matching scores.

4.2. Query Image Transformation
Since this system has only the frontal view images in
database, the query image taken from angled view has to be
transformed to the frontal view. Homography matrix is calcu-
lated to transform the query image. We set four corners of the
license plate manually and transform the image to the pseudo
frontal view.

4.3. Reduction of the Geometric Mismatching
We need to keep geometric consistency between the match-
ing points because there are geometrical mismatchings even
if the features are the closest. Homography H is calculated
by the positions of the matching points between the query and
database image, and reproject ones on database to query im-
age plane. If the reprojection error Error is under the thresh-
old (30 pixel), we count these points as matched.

Errorm = ||Hpmq − pmdb||2 (2)

pmq : the position of mth keypoint in the transformed image
pmdb : the position of mth keypoint in the database image

If the number of matching points in each image is less
than four, we ignore the database image in ranking due to
DoF of homography matrix.



(a) Query Image Transformation (b) Reduction of the Geometric Mismatching

Fig. 5. The Average Ranking in Each Angle

5. EXPERIMENTS

We conducted two experiments to evaluate our proposed
method. Section 5.1 explains the dataset used in our exper-
iments. Section 5.2 mentions the evaluation of our query im-
age transformation method with comparison of before and af-
ter applying our method. Section 5.3 mentions the evaluation
of our reduction of the geometric mismatching method.

5.1. Dataset
All the images are taken from web 3D viewer of Toyota,
Mazda, Honda and Nissan cars to confirm the validity of our
method of keypoint matching of the pseudo frontal view.

Database: All the images are taken from their front. There
are 60 images in total and each model has two database
images since color variation affects keypoint extraction.
Hence, one is darker and the other is brighter in gray
scale as shown in Fig. 5.1.

Query: There are nine models in total, and each model have
three colors in every 10 degree angled view as shown
in Fig. 5.1. We chose the colors randomly for the query
images, so some models have the same color as the
database and some have the different color. The range
of the angle is 10 degree to 60 degree. All the cars
are taken from left side corner since vehicles have ax-
ial symmetrical shapes from their frontal view and no
need to try the images on the opposite side. We do not
try over 70 degree angled-view because the occlusion
occurs on the license plate and it is difficult to find the
corners.

5.2. Evaluation of the Query Image Transformation
The following experiment is conducted, in order to confirm
the angle limitation of SIFT and the validity of our query im-
age transformation method.

The graph in Fig.5(a) shows the average ranking in each
angle to compare the result before and after our transforma-
tion method. It shows the angle limitation of SIFT is 20 de-
grees, and that the ranking result of our method gets better as

(a) Database Images (b) Query Images

Fig. 6. Dataset

the angle increases. The ranking in our method stays less than
five in every angles.

Table 2 is the comparison of the average ranking result in
each models. It shows the maximum angle is 30 degree at
most successful condition before our transformation method.
On the other hand, our method improves the result at any
models and angles.

Fig.8 shows the visualization of the matching between
non-transformed query and database images. Many keypoints
on the side and wheel are extracted in angled-view images and
these points match to geometrically incorrect position. The
top row in Fig.9 shows the visualization of matching points
after making pseudo frontal view. Even the transformed im-
ages are more distorted as the angle increases, SIFT can ex-
tract the same keypoints on the front grill around the license
plate.

This result shows the pseudo frontal view images are im-
portant to extract the same keypoints as in the real front view
images so that SIFT is not invariant to viewpoint changes.

5.3. Evaluation of Reduction of Geometric Mismatching
The following experiment is conducted to confirm the validity
of our reduction of the geometric mismatching method.

The graph in Fig.5(b) shows the average ranking in each
angle to compare the result with and without our reduction
of the geometric mismatching method. Even after applying
our query transformation method, the result of ranking with-
out the reduction method gets worse as the angle increases.
Our method improves the result up to 60 degree angled-view
images.



Fig. 7. Screen Shot of Our System

Table 3 shows the comparison of the average ranking re-
sult in each models. It shows that our method improves the
result at any models and angles.

Fig.9 shows the visualization of the matching with and
without our reduction method. Before applying our method,
many keypoints are matched to their geometrically incorrect
positions. It shows our method can exclude them and remain
only reasonable matching points.

This experiment shows reduction of the geometric mis-
matching is also one of the important process to improve the
accuracy. That is because there are many similar keypoints
extracted on the surface of the vehicle. It means that even the
closest features are not always the geometrically same points.

6. IMPLEMENTATION ONTO THE SMART PHONES
We implemented our method onto the smart phones. The
smart phone sends the image of the car and the positions of
the license plate. The server receives the data from it, figures
out the result sends it back. Fig.7 shows the screen using our
system. The users press the CAPTURE button to take a pic-
ture and lock the image. Then, they input the position on the
touch screen and press SET button to set four corners of the
license plate. To restart the system, press RESTART button.
The result is shown in the left top corner of the screen.

7. CONCLUSION

We proposed and implemented a novel vehicle make and
model recognition method for the smart phone applications.
Our method showed the efficiency of creating the pseudo
frontal images. It is necessary to focus on the ROI especially
for the object with a few keypoints. Our method has view
invariance by transforming query images with homography
matrix and higher accuracy of the recognition due to reduc-
tion of the mismatching.

In the experiments, creating the pseudo frontal images by
homography matrix is significant to do keypoints matching
by SIFT more effectively. The raw query images output worse
results because the same keypoints are not extracted in angled
view as in frontal view and it has more mismatching points.
Our reduction of the geometric mismatching method reduces
the mismatching points and improves the accuracy of the re-
sult. That is because there are many similar keypoints ex-
tracted on the surface of the vehicle.

In future work, for the automatic identification, the con-
ventional license plate detection method can be applied. To
raise the accuracy of the keypoints extraction and deal with
absence of the license plate, more efficient transforming

methods (e.g. [12]) can be applied. We are planning to deal
with the car region segmentation, reduction of the light con-
ditions and blurring issue.
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Table 2. Comparison of Our Query Image Transformation Method in the Average Ranking
10 degrees 20 degrees 30 degrees 40 degrees 50 degrees 60 degrees

before after before after before after before after before after before after
aqua 1.0 1.0 1.3 1.0 1.3 1.0 2.3 1.0 7.7 1.0 16.0 1.0
auris 1.0 1.0 1.0 1.0 3.3 1.0 25.0 1.0 27.7 1.0 35.7 4.7

corolla fielder 1.0 1.0 1.0 1.0 2.3 1.0 3.0 1.0 17.0 1.3 25.7 1.3
markx 1.0 1.0 3.3 1.3 8.3 1.3 23.0 2.0 15.7 4.7 20.0 7.0
porte 1.0 1.0 1.7 1.0 6.0 1.0 5.3 1.0 6.7 1.0 8.7 1.0
prius 1.0 1.0 1.7 1.0 4.0 1.0 9.7 1.0 30.7 1.0 12.7 3.3

prius alpha 1.7 3.0 9.3 7.7 21.0 12.3 23.3 8.3 22.3 12.0 32.3 13.3
spade 1.0 1.0 1.7 1.0 13.3 1.0 29.3 1.0 29.7 1.3 31.0 1.0
wish 2.0 1.0 8.7 1.0 14.3 1.7 34.0 4.3 36.0 7.3 36.7 6.3

10 degrees 30 degrees 60 degrees

Fig. 8. Matching between the Raw Query and Database Images(spade)

Table 3. Comparison of Our Reduction of Geometric Mismatching Method in the Average Ranking
10 degrees 20 degrees 30 degrees 40 degrees 50 degrees 60 degrees
w/o with w/o with w/o with w/o with w/o with w/o with

aqua 1.0 1.0 1.0 1.0 2.0 1.0 1.0 1.0 3.3 1.0 7.0 1.0
auris 1.0 1.0 2.3 1.0 5.7 1.0 18.0 1.0 16.0 1.0 17.7 4.7

corolla fielder 1.0 1.0 1.3 1.0 7.3 1.0 4.7 1.0 10.0 1.3 20.3 1.3
markx 1.0 1.0 5.3 1.3 10.3 1.3 19.7 2.0 28.3 4.7 18.7 7.0
porte 1.0 1.0 2.3 1.0 3.0 1.0 3.7 1.0 5.3 1.0 5.7 1.0
prius 1.0 1.0 3.3 1.0 2.7 1.0 13.0 1.0 7.7 1.0 11.0 3.3

prius alpha 3.3 3.0 20.3 7.7 26.7 12.3 23.3 8.3 29.7 12.0 30.7 13.3
spade 2.0 1.0 4.3 1.0 15.7 1.0 20.0 1.0 28.0 1.3 31.7 1.0
wish 3.7 1.0 21.7 1.0 28.3 1.7 24.3 4.3 33.7 7.3 23.3 6.3

W/O 10 degrees W/O 30 degrees W/O 60 degrees

W/ 10 degrees W/ 30 degrees W/ 60 degrees

Fig. 9. Matching between the Transformed Query and Database Images(spade) (Top row shows before applying our reduction
method. Bottom row shows after applying it.)


