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Abstract

We propose a method to detect and track humans from an omnidirectional camera
image, and to visualize human trajectories in the room plan. There are two problems to
solve to achieve this issue. One is a robust algorithm of human detection in the case that
humans are moving or sedentary in complicated background such as a office room. Dy-
namic background subtraction is suitable for detection in the complicated background but
is not working to detect of a object having a little movement. In this paper, we propose
a detection method based on the combination of static background subtraction, dynamic
background subtraction, and Histogram of Oriented Gradients(HOG). The second prob-
lem is the way to visualize human trajectories in the room plan from distorted panoramic
image. Therefore, we propose a method to create a correspondence relation by sandwich-
ing a perspective image between a room plan and a panoramic image. The panoramic
image is divided into multiple areas, and each area is converted into a perspective image.
It is feasible to calculate the coordinate of human position in the room plan by using a
Homography matrix between the perspective image and the room plan. We conducted the
accuracy evaluation of human detection and human trajectory in order to ensure the ef-
fectiveness of this method. As a result, the proposed method of human detection reduced
false positive detection remarkably in comparison with existing method. The experimen-
tal results of visualizing human trajectories demonstrated the range of errors of position
estimation is about from 16 cm to 55 cm, but it is sufficient for use in data analysis such
as head-count and residence time.
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1 Introduction

A number of surveillance have widely been studied. Among them, tracking of human trajec-
tory is extensively studied for use in the analysis of surveillance videos. The problem of single
camera monitoring is limited visual field, while the problem of multi-camera monitoring is ge-
ometrical calibration of multiple cameras. An omnidirctional camera can covérdgrtion

and enables to monitor broad range without overlapping. However, it is not easy to accu-
rately understand the human position in the distorted panoramic image. This paper proposes a
method which performs human detection and tracking from the omnidirectional camera image,
and visualizes human trajectories in the room plan.

There are a lot of researches related to a surveillance camera. For example, Oktavianto et
al.[1] proposed attendance logging system. Okabe et al.[2] tracked human trajectory using a
stereo camera. The key issue in these research is human detection and tracking. Oktavianto
et al.[1] proposed a method for human detection by background subtraction, but overlapped
humans can not robustly be detected by just using background subtraction. Human detection
using Histogram of Oriented Gradients(HOG)[3] is widely used. However, it is difficult to use
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Figure 1: The result afystem.(a) showthe result of human detection. (b) shows the trajecto-
ries of detected humans.

HOG features in complex backgrounds because a complex background have much gradient
information. Vondrick et al.[4] presented the results HOG features cause false positives in
some cases. There are many research to approach this problem. Jin et al.[5] proposed a method
of tracking in complex background by patrticle filter and HOG. Bing-bing et al.[6] proposed

a detection method that combines HOG and dynamic background subtraction. This approach
detects humans with HOG in the target area extracted by background subtraction. However,
in this approach humans need to be moving because sedentary humans are included in the
background image by using dynamic background subtraction.

Some researches on omnidirectional camera have been activity conducted in the past few
years. Peri et al.[7] proposed a method to generate perspective and panoramic image from
omnidirectional image obtained from a parabolic mirror omnidirectional camera. We used an
omnidirectional multi-camera system, Ladybug, Point Grey.

In this paper, we propose a method to detect humans robustly in complex background
based on the combination of static background subtraction, dynamic background subtraction
and HOG. Furthermore, we propose a method to visualize human trajectories in room plan
from the distorted panoramic image. Figure.1 shows an example of results of this system.

2 Overview of the system

This section provides an overview of the major steps in our system. Implementation details
are presented in Section 3 through Section 5. The system is composed of the combination of
on-line processing and off-line processing . In the off-line processing, We manually select cor-
responding points between the room plan and panoramic image. After dividing the panoramic
image based on the corresponding points, each area is converted into a perspective image. The
Homography matrix is then calculated between the perspective image and the room plan.

In the on-line processing, the system obtains a panoramic image as an input from the om-
nidirectional camera. The target areas are then extracted from a input image by background
subtraction. In these areas, human is detected using HOG, and the background image is up-
dated based on the detection result. After human detection, human tracking is performed by
data association. The trajectory of each detected human is visualized in the room plan by using
Homography between the perspective image and the room plan.

3 Human detection based on background subtraction and HOG

We propose the method to detect moving or sedentary humans in the complicated background.
This method is based on combination of static background subtraction, dynamic background
subtraction and HOG. Basically, by using Real AdaBoost classifier with HOG, upper bodies
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are detected in the target areas extracted by backgrswintdaction because upper bodies are
certainly visible even when lower body is hidden by other object such as desks. And then, the
background image is updated based on the detection result and accumulation of background
statistics[8]. In this approacH, is pixel intensity of the background area and is modeled as
follow:

I =T+ osin (2rwt) + k¢ (N

wherel is the time average of pixel intensity,is the amplitude of intensity, is the frequency
of intensity,t is time, k (—1 < k < 1) is coefficient, and is the maximum value of the noise
depending only on the camera.

Based on the detection result and accumulation of background statistics, one of the fol-
lowing three processes is performed in each pixel. One is in the casé ihatot included
in detected rectangles add- o — ¢ < I < I + o + ( is satisfied. In this case, the pixel is
identified to &ist in the background area addando is updated based on follows:
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wheren is the parameter of the update speed.

Another is in the casé is not included in the rectangles afd- 0 — ¢ < I < T+ o0+
is not satisfied. In this case, the pixel is identiftedxist in the area of a moving object except
humans, and is not updated but is updated as:

/_(m—1)0+,/2(1—7)2 "
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wherem (m > n) is the parameter of the update speed in object areasloBy this, moving
object other than human will be included in the background area gradually. Updating the
background image over time prevents undetected error of the detector.

The other is in the caskis included in the rectangles. In this case, the pixel is identified to
exist in human areas, addando in this areas is not updated. By keeping thesle®s, detected
areas are not included in the background image and will always be the subtraction areas. From
the empirical results is 1/50.0, m is 1/300.0 and( is 10.0 in our implementation.

4 Human tracking by data association

In this system, human tracking is performed by data association that compares the Euclid dis-
tances and the distances of the color histograms between the detected rectangle in the current
frame and the ones in the last frame. Data association is suitable for omnidirectional multi-
camera system whose frame rate is low because data association is simple and does not take
processing time. Firstly, the Euclid distandes calculated. Bhattacharyya distanég is

then calculated between histograms after making color histogram of each rectangle. Combined
distanceD is calculated in all combination of rectangles as follow:

D=d+ ady (5)

whereq is a parameter. When there is a one-to-one correspondence between the rectangle of
current frame and the rectangle of the last frame, the combination of the minimal siim of
becomes the tracking result.

However, it is not sufficient to compare the histogram of only the previous frame to make an
accurate tracking possible even if human is overlapping or occlusion occurs. In this paper we
classify theK clusters fromV histograms fromV frame before to the current frame by using
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K-means. Each cluster’s centafr gravity is adopted as representative histograms of each hu-
man. We use the smallegt; of K representative histograms when calculating Bhattacharyya
distances. From the empirical resulisis 100 andK is 3 in our implementation.

5 Visualizing human trajectory

We consider distortion of the panoramic image when visualizing human trajectories. In this
paper this problem is solved by converting perspective images from divided panoramic images.

In the off-line processing, we first select corresponding points between the room plan and
the panoramic image. The area between a desk and the other desk is utilized because the floor
is hidden by desks in the environment such as a office. (In the case that the aisle is broad like
figure.4(b), we select corresponding points on the floor.) We create some perspective images
which respectively contain an area constituted by every four input points. Assuming there is the
sphere with a focus central on omnidirectional camera, Figure.2 shows a relationship between
the panoramic image and the sphere. This relationship enables creating a perspective image
by projecting the pixel intensity of the spherical surface on a plane including four input points.
The Homography is calculated for each area utilizing the corresponding points between the
room plan and the perspective image.

In the on-line processing, human trajectories are visualized using the Homography and the
coordinate value of the detected rectangle. Assuming the lower side of the rectangle exists on
a plane between a desk and the other desk, we can estimate the coordinate value of the human
position in the room plan by multiplying the center of the lower side on the perspective image
by the Homography. Figure.3 shows the flow of visualizing.

Figure 2: Assuming the spheot the constantadius exists with a focus central on omnidirec-
tional camera, pixel intensities are projected to the spherical surface. When the latitude is
and the longitude i8, we can make a panoramic image by using polar coordinate.
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Figure 3: In off-lineprocess, After inputinghe corresponding points between the panoramic
image(left image) and the room plan(right image), the perspective image(center image) is cre-
ated. In on-line process, human position in the room plan is calculated by multiplying the
center of the lower side of the rectangle on the perspective image by the Homography between
the perspective image and the room plan.
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6 Experiment

We conducted the experiments for evaluatimg human detection and trajectory tracking. Fig-
ure.4 shows two environments of the experiments. Figure.4(a) is the environment where the
aisle is narrow, and Figure.4(b) is one where the aisle is broad. Training images were cropped
from panoramic image to minimize the loss of accuracy of detection by distortion.

U8y

(a) The room interior (b) The room interior

Figure 4: The environment of theeeriment

6.1 Evaluation of human detection

We compared our method with the combination method of static background subtraction and
HOG. In this experiment, a video of 8800 frames was prepared. The ROC curve is given in
Figure.5[a], in which the x-axis is False Positives Per Image(FPPI), and the y-axis is the de-
tection rate. Figure.5[a] shows FPPI of our method is markedly lower than the comparative
method. Since our method takes advantage of dynamic background subtraction, the false posi-
tive detection of our method is lower in subtraction area generated by movement of objects and
illumination changes. However, the maximum value of the detection rate is also lower. The
cause is possibly human areas included in the background image when human is not detected.

6.2 Evaluation of trajectory tracking

We measured the error of the Euclid distance between the visualizing result and the ground
truth in all frame, and calculated the average, the standard deviation, and the maximum of
the error. In this experiment, four videos of 200 frames were prepared. The ground truth is
the coordinate on the room plan obtained by manually plotting human position on the room
plan. The results of the trajectories are given in Figure.5 (b)-(e). The trajectories of black lines
indicate the ground truth. Table.1 shows the evaluation index of the error of the trajectories.
The range of distance error is about from 16 cm to 55 cm. The assumed cause of the distance
error is as follows. Since the classifier can detect only upper bodies, the amount of information
is not enough to decide human areas. When the rectangle can not surround a human accurately,
the coordinate multiplied by the Homography is misaligned.

Table 1: The error of trajectory

(b) (€) (d) (e)
Average[cm] 16.50| 36.75 | 50.91 | 55.31
Standard deviation[cm] 10.98| 22.91 | 28.88 | 26.23
Maximum[cm] 47.41| 110.29| 141.61| 135.79

7 Conclusion

In this paper, we presented the method to dedeck track humans using the omnidirectional
camera, and to visualize trajectories in the room plan. Our method which is based on combina-
tion of static background subtraction, dynamic background subtraction, and HOG, can detect
moving or sedentary human in the complicated background. This method overcomes the issue
that dynamic background subtraction is not working to detect a object having a little movement.

161



8 j desh1 dushz dosh3 dushi ok I dushz dosks dushd
~=-Our method

ook | Aok ” d:;lIT ” desk O a3 I desk ” d:"lIT ” deshl
HOG+static background =

\ ; :
subtraction )

-
025 03 035 04 045 05 | ‘ ey ‘ ‘ deski0 | | skl ‘ ‘ dosk12 ‘
False Positive Par Image [ I |

Detection Rate[%]

60 K

)

Py
! ek H desh10 H deshll H douk2 l

(a) ROC curve (b) trajectory 1 (c) trajectory 2
|| F T ‘ || T 1|
(d) trajectory 3 (e) trajectory 4

Figure 5: Theesult of theexperiments

Human tracking is performed by data association which is suitable for this system because the
frame rate of omnidirectional multi-camera system is low. On the other hand, in order to vi-
sualize trajectory from distorted panoramic image, we proposed the method that the panorama
image is divided into multiple areas and each area is converted into a perspective image. As an
experimental result, the proposed method of human detection reduced false positive detection
remarkably. Furthermore, the result of visualizing human trajectories showed trajectory error
of position estimation is about from 16 cm to 55 cm.
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