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ABSTRACT viewpoint changes and occlusion during interaction.

This paper proposes a new system for 3D object sharing withThis paper proposes a new system of sharing 3D object via
multiple clients using networks. Our system aims to support group networks with multiple clients using vision-based object tracking

communication across devices over the same 3D object and putgnethod. It helps users to communicate over 3D object and the
the annotations with augmented reality automatically. In order to augmented image with easy setups. Our method only uses one

keep putting the annotations during the interaction, we apply therGB camera for tracking and its algorithm is robust to viewpoint
vision-based 3D object tracking algorithm which estimates 3D changes and occlusion during interaction by hands.

position and pose of the object just by capturing the object with a

single RGB camera. By employing the tracking algorithm robust Section 2 refers to the related works of content sharing
to viewpoint changes and occlusion, we develop the 3D objectapplications and tracking methods. Section 3 describes the
sharing system with a desktop as a server and a laptop and a smdf@mework of our system. Section 4 shows the experimental
phone as clients. We conducted the experiments to show theesults and findings in our tracking algorithm.

tracking algorithm is tolerant of interaction and can be applied to

various objects with texture. 2. RELATED WORKS )
In this section, we refer to the related works of contents sharing
Keywords applications and tracking methods.

Augmented Reality, Networks, 3D Object Tracking There are many applications of VR contents sharing. HyperMirror

1. INTRODUCTION [4] is a video sharing system to improve a communication
. . . . . environment. Both local and remote participants appear together

It is popular to share video contents via network with multiple hared vid d th feel if th in th

users for group communication. A user enjoys creating and on a sWarte th) eota? 5t €y can c?e Ias It they weret in tte Sant}?

sharing a video in Youtube [1] and Skype [2]. The user-driven room. Watanabe et al. [5] proposed a learning support system wi

content is called Consumer Generated Media (CGM), and themptlon capture cameras and a RGB camera. T_he motivation of
; o . AR this system is as same as HyperMirror, but the size of the human
number of videos is increasing. However it is still difficult to

. ; : . . rendered in the shared video is controlled by motion capture
create a good quality of video without expensive equipments. Our . . ;
i ameras. In Maimone et al.'s work [6], the clients can share the
system only needs one RGB camera to create a video an

automatically overlays the effects of augmented reality (AR). In ame view as the server. Their system tracks a gaze direction of a
y Y gme Y (AR). user for rendering the virtual world. Sheppard et al. [7] proposed a
our system, the desktop server puts annotations on the objects an - . ,

: X v&deo sharing system, Virtual Room. They reconstructed human’s
sends a video sequence to the clients. We used a laptop and smart_ b d d rendered
hone as clients and they can only receive the data. Our syste jnotions by one grey camera and two RGB cameras and rendere
P ’ "hem into a virtual room.

supports group communication across devices.

AR and virtual reality (VR) are often used for entertainment In _those systems [4, 5, 6, .7]’ aD _posmo_n and pose of th_e target
. . objects are needed for the interactive object sharing. In this paper,
purpose. Sekai Camera (World Camera) [3] is a smart phone

application which overlays meta-information (text, image, video) we propose to employ a vision-based object tracking method for

on the captured image. Camera pose estimation is required toav0|d|ng the complex system configuration using multiple

track the target object. Especially for the interactive application, cameras with opfical sensors [4, 6, 7], magnetic positioning

the algorithm has to be robust to viewpoint changes and occlusion c"s0"s [5], etc.

in the case a user rotates and occludes the object by hands. In thiSor vision-based object tracking, SIFT [8] and SURF [9] are

paper, we propose vision-based 3D object tracking. Our widely used as keypoint extractors and descriptors. They have
experimental results show that our algorithm is robust to scale, rotation and translation invariance, but they are weak at
affine transformation. When these features are used for keypoint
o o . . extraction, they cannot do correct matching because of it. Lepetit
porsonal or claseroom use s graniod without fee provided that copies arecl. 3 101 proposed_akeypoint matching method using

not made or distributed for profit or commercial advantage and that randomized tr_ees Iear_mng. Their methOd I.S _robgst to V'eWmet

copies bear this notice and the full citation on the first page. To copy changes, but it costs time for Iearnlng_and it is difficult to decide

otherwise, or republish, to post on servers or to redistribute to lists, the threshold and parameters. Yoshida et al. [11] proposed a
requires prior specific permission and/or a fee. planar tracking method using view generative learning. Yoshida et
Laval Virtual VRIC’14 April 9-11, 2014, Laval, France. al.'s method is also robust to viewpoint changes. Our proposed
Copyright 2014 978-1-4503-2626-1$10.00 system uses Yoshida et al.'s method and extends to 3D object.



3. FRAMEWORK OF OUR APPLICATION 3.2.2 Learning-- Generate Patterns from View Points
3.1 Network Structure After reconstructing the model, the images from various

Fig.2 shows the network structure of our system. The user of theVieWpOintS are generated virtually in OpenGL [13]. In this method,

server has a camera and a target object. The server machine traclf¢® assume t_hat the Iigh_ting conditions are constant and the object
the object and renders the view due to computational complexity.IS covered with Lambertian surface.

Client only receives the image data from the server. The serverThe camera pose is important for viewpoint settings. Since SIFT
can connect to the multiple users across devices so that they cais scale invariant, there is no need to consider the distance from
group up and communicate over the same content. In our systemthe object. Rotation matrix of the camé®ds calculated with the

we used a desktop computer (Windows7 64bit Intel Corei7-2600 equation (1). The parameter df represents the longitude,
12.0GB) as the server machine and a smart phone (Sumsung represents the latitude arjd represents the camera spin. In this
Galaxy S) and laptop (Windows8 64bit Intel Core i5-337U method, we use rotation invariant feature so we set the camera
8.0GB) as the clients. spinys as constant.
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Fig.2 Network Structure

3.2 Tracking Algorithm z

This section describes a vision-based tracking algorithm. We use Fig. 5 Camera Pose and the Object

the method of Yoshida et al. [11] and extend to 3D object. This

method is robust to viewpoint changes and occlusion. The

algorithm is shown in Fig.3. Learning phase is required in the 3 2 3 | earning -- Selection of Stable Keypoints

offline phase to track and render the view in interactive time. This \ye extract the keypoints from the generated patterns by SIFT.
method is keypoint-based tracking and we use SIFT [8] for gach keypoinp on the image is reprojected poin the 3D world
rotation and scale invariant feature. coordinate by perspective matrix The equation is shown in

ﬁ equation (2).
Input Images |
- p-Pp )

Calculate
descriptors

Then we compare the Euclidean distance of the reprojected points
from different views. If their Euclidean distance is close enough,
these points are considered as the same point in 3D coordinate.
The keypoints with high repeatability are called "stable keypoints"
because they can be extracted from other viewpoint images. We
sort the stable keypoints in order of repeatability and remain the
top 1200. Each group of descriptors of the stable keypoint are
ypoints matching ]
clustered by k-means clustering (paramekgrto represent the

centroids.
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Fig. 3 Tracking Algorithm

3.2.1 Learning -- 3D Reconstruction

Our system needs a 3D model with texture. For this application,
the models are reconstructed with Autodesk 123D Catch [12] Y
because the reconstruction process is simple.

repedtability = 1
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Fig.4 3D Reconstruction with Autodesk 123D Catch
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Fig. 6 Reproject Keypointsto 3D World Coordinate



4. EXPERIMENTSAND FINDINGS 6.
This section shows the experimental results and findings of our[1]
tracking algorithm. We used the objects shown in Fig.7 for our 2]
experiments. The tracking results are shown in section 4.1.
Section 4.2 discusses occlusion issue in terms of interaction.[3]
Section 4.4 discusses the limitation of our tracking algorithm. [4]

4.1 Tracking Results

This section describes the tracking results with our algorithm. Fig.

8 shows our tracking results witHead, Stadium and Cup

Noodle. We draw the boxes as sample annotations to demonstratd®]
the accuracy of the camera pose estimation. These results show
our method works and puts annotations on 3D objects with texture.

Matching results are shown in Fig.9 wiBox and Cylinder.
They show our algorithm is robust to viewpoint change in [6]
keypoint matching. We chose 151 images as sample data to
calculate the corresponding matching rate with database. When
parameter k in k-means clustering equals to five, the
corresponding matching rate is 94%.

[7]
The comparison with randomized trees method [10] is shown in
Fig. 10 and Fig.11 witlHead. Our method performs better than

the previous work in any angles.

4.2 Occlusion g
This section discusses an occlusion issue in terms of interaction.[ ]
When a user moves the object in front of the camera, the user's
hands often occlude the target object. -
9

Fig. 12 shows the tracking results during interaction. This user is
trying to rotate or hold the object. Our system keeps tracking the
object and putting annotations on the object with AR even if the
user's hand hides the object.

Results are shown in Fig.8 wiBox andCylinder. These images
show our method still has correspondent matching of the
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4.3 Limitation of Our Method

This section describes the limitation of our method. We applied
our system to an object with specular highlight. We chose a racing

keypoint recognition using viewpoint generative learning"”,
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applications, vol.2, pp.310 -315, Feb. 2013.

[12] 123D Catchhttp://www.123dapp.com/catch

car in an outdoor environment for an example. The results of the[13] OpenGL,http://www.opengl.org/

tracking are shown in Fig. 11. In our method, the keypoints

should be matched with more than three stable keypoints toACKNowledgements o
estimate the camera pose. The success rate of this calculation wakhis work was partially supported by MEXT/JSPS Grant-in-Aid

49% out of 1496 frames in videos. Even if the pose was calculated,
the estimation failed and the shape of the box collapsed as shown
in Fig.11. It is because we assumed the object has Lambartian
surface and the light condition is constant in one video sequence.
However the car has specular highlight on its surface and the light
condition changes in the outdoor environment. The area of the
specular highlights is viewpoint dependent, so our method did not
work with the car.

5. Conclusion

This paper proposes a new system of 3D Object sharing via
networks with multiple clients. Our tracking algorithm is a vision-
based 3D object tracking and robust to viewpoint changes and
occlusion during interaction by hands. This system aims to
support group communication over the same 3D object with AR
annotations. Our future work is to track more than one object at
the same time so that a user can talk over many objects with AR.
In addition to it, we would like to improve our tracking algorithm
to track a 3D object with specular highlight in an outdoor
environment.

for Scientific Research(S) 24220004.
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(a) Box Fig.11 Randomized Trees M ethod [10]
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Fig.9 Keypoint Matching

Fig.12 Occlusion during Interaction
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Fig.10 Our Proposed Method
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Fig.13 Matching Result in Occlusion

Fig.14 Tracking of the Car on Racing Circuit



