Dynamic spatial augmented reality requires accurate real-time 3D pose information of the physical objects that are to be projected onto. Previous depth-based methods for tracking objects required strong features to enable recognition; making it difficult to estimate an accurate 6DOF pose for physical objects with a small set of recognizable features (such as a non-textured cube). We propose a more accurate method with fewer limitations for the pose estimation of a tangible object that has known planar faces and using depth data from an RGB-D camera only. In this paper, the physical object’s shape is limited to cubes of different sizes. We apply this new tracking method to achieve dynamic projections onto these cubes. In our method, 3D points from an RGB-D camera are divided into a cluster of planar regions, and the point cloud inside each face of the object is fitted to an already-known geometric model of a cube. With the 6DOF pose of the physical object, SAR generated imagery is then projected correctly onto the physical object. The 6DOF tracking is designed to support tangible interactions with the physical object. We implemented example interactive applications with one or multiple cubes to show the capability of our method.
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1 INTRODUCTION

Spatial Augmented Reality (SAR) allows for the illumination of a physical object with perspectively-correct computer generated imagery. A driving functionality of SAR is to change the visual appearance of physical objects, and this functionality may be applied in a diverse range of applications such as entertainment and product prototyping. Dynamic SAR focuses on the particular problem of moving projected target objects and providing real-time registration of the augmentations. This form of SAR requires real-time pose estimation of the objects so that they can be projected onto.

Different technologies are available to perform 6DOF object tracking, ranging from dedicated infrastructure (for example the OptiTrack and Polhemus systems) to natural feature tracking with a RGB camera. These current tracking technologies require either 1) the attachment of a physical device on the physical object that affects the appearance of tracked objects or 2) the use of an RGB camera that requires a clear view of the texture on target objects. This paper presents a depth-based tracking system that does not depend on attached sensors [1], and also overcomes the problem of obscuring textures from the projected light required for dynamic SAR [2]. Current investigations into the use of RGB-D cameras has overcome some of these problems, but current solutions either only work in a static manner, or require a physical object with a large number of physical features that can be recognized with the depth information.

We present Rubix, a 6DOF tracking system that solely employs the depth information from a RGB-D camera, which is coupled with a dynamic SAR rendering system to drape the physical object with computer-generated imagery. Our first implementation of Rubix is applied to cubic-shaped objects of different sizes, see Figure 1. The system operates on a pre-defined object shape, a cube. The system provides 6DOF tracking by the pose estimation based on the construction of planes from the object’s shape. The defined 3D object from the plane segmentation phase is then applied to our new 6DOF tracking algorithm. Finally, a set of rendering methods is provided to produce a complete SAR system.

The goals of our new Rubix system are as follows:

1. To improve accuracy of depth based tracking for physical objects illuminated with dynamic SAR. The projection of the SAR information on the physical object should not affect performance of the tracking system.
2. To provide correct viewpoint rendering for users interacting with dynamic SAR. In particular, support will be provided for head motion parallax and correct perspective rendering regardless of the position of the projection surface. The effect is to enable a user to believe there is a 3D computer generated graphical object inside a physical cube.
3. To support real-time tangible interaction with the physical objects. The user can pick up the object and change their viewpoint. In addition, the system will support a range of interaction control mechanisms to support command entry.
4. To provide real-time illumination for dynamic SAR. The system should be accurate and responsive to enable the presentation of dynamic SAR information.
2 RELATED WORKS

We were inspired by the pCubee [3] device to support the illusion of a 3D virtual object within a handheld container. The pCubee provides a very intuitive interface for viewing and interacting with 3D graphical content in a tangible manner. Six LCD panels are combined into a cubic shape, with the user and device 6DOF tracked to enable the graphics to be rendered in a manner that gives the user the correct perspective view of an object. We wished to extend this concept by removing a number of the limitations in the current pCubee device, such as: the device is cabled; the complex technology makes the device fragile; the heavy weight; and the fixed size and thick bevels of each display. Tang et al. [4] proposed a extending method for dynamic projection onto a fixed cube, achieving projection based cubic display. With projected imagery on each side of the cube, the user feels as if there is a virtual space containing a 3D graphical object inside the cube. The researchers employed a Kinect RGB-D camera to obtain depth maps of the cube, and detected flat surfaces with an identical gradient value and direction to form three faces of the cube. The user’s head is tracked so that virtual space in the projection image is rendered correctly and undistorted from a user’s viewpoint. However, the projected cube must remain in a fixed position. This approach is therefore not suitable to support hand-held and tangible interactions.

Previous investigations have employed RGB-D cameras for use with SAR applications. Kobayashi et al. [5] employed 3D point clouds from a RGB-D camera for registering SAR information onto a physical object. These perform global matching between Fast Point Feature Histograms (FPFH) of the projected target’s model and the FPFH of the 3D points detected, and then local matching by the Iterative Closest Point (ICP) algorithm. Sticky projections [6] uses the ICP for incremental tracking to estimate the pose of the object. This ICP produced precise localization of the 3D point clouds. This transformation is to align source point cloud to target point cloud, and is calculated by using the nearest points as the corresponding points. However, when the ICP is applied to objects with a low number of shape features, such as a plane or cube, the pose estimation is not accurate and stable due to difficulty obtaining the correct corresponding points. These methods are therefore not suitable for a dynamic SAR user experience with physical objects such as planes and cubes. In our paper, we employ the planar surface segmentation and its matching for estimation of the pose of the object, so objects with planar surfaces such as cube can be robustly tracked for realizing SAR.

3 PROPOSED METHOD

Our proposed method is divided into the following four main steps: 1) plane segmentation, 2) extraction of cube regions, 3) pose estimation, and 4) creation of projection image. Figure 2 provides an overview of the entire process.

3.1 Plane Segmentation

Our plane segmentation algorithm is a modification of the one presented by Matsumoto et al. [7]. The Matsumoto algorithm employed spatial, depth, color and normal information. We modified the algorithm to remove the color factor. The first reason is when projection-based AR is performed in a darkened room, the RGB-D camera cannot guarantee accurate color information. Secondly, projected light changes the appearance of the targeted objects. Finally, segmentation based on color information is not possible with a plain white cube. Our plane segmentation is performed in the same sequence as the Matsumoto algorithm. The use of color information is employed in two instances in the Matsumoto algorithm. Our two modifications are described in this subsection.
be discriminated from the cube through this process. This capability is critical, as the Rubix system is designed to support tangible interactions.

3.2 Extraction of Planar Regions

The second step is to extract the cubic sides from the many planar regions. Frame-to-frame matching is executed between planar regions, but the sides are extracted in an initialization phase in the first frame on the assumption that three sides must be captured from the camera. As an initialization, we define three regions as cubic sides if the following are true: 1) the three normal vectors are perpendicular to each other and 2) the cubic center is assumed by the approximation of the intersection point of three lines defined from the center of the each region and the region’s normal vector. After the initial process, we search the cubic sides by using the extracted cubic regions and the cubic pose in the previous frame. Firstly, we correspond the extracted cubic regions in the previous frame with the planar regions in the current frame by calculating the distance $D_k(j)$ (see Equation 2) with the size of the region. In this case, $j$ represents the cubic regions extracted in the previous frame and $k$ represents the planar regions in the current frame.

There are anticipated failure cases that are explicitly checked. The first failure case is when three sides of the cube in frame $k$ are captured from two sides in frame $j$, and the cubic sides cannot be corresponded. This case is classified as a matching failure, and the cubic pose is assumed from the previous frame. We calculate the correspondence and extract cubic sides, considering the distance from the assumed sides $j$ to the planar regions $k$ in the current frame. This is one of the reasons the 3D point cloud for each cubic side is individually acquired. During the process of extraction, the sides extracted in the previous frame are compared with the detected planar regions in the current frame, based on the distance $D_k(j)$. A second failure case is when the comparison for a detected planar region in the previous frame fails for comparisons with every planar region in the current frame. At this point, the side estimated by the pose in the previous frame is compared with the area of every one of the planar regions in the current frame to determine a match.

3.3 Pose Estimation

Pose estimation is performed in two steps, global and local, and is carried out when three and two faces of the cube are visible. The case of when three sides of a cube are visible is described first. A global registration is performed with the translation of the cube being calculated by the intersection between three planes, and the rotation is calculated from the normal vectors of each side. After this step, the local pose estimation is performed. The point cloud is fitted for each side to the corresponding side of the cubic model. The fitting is performed with the Euclidean distance from points inside one cubic region to one side of cubic model is minimized with the steepest decent method. The model-fitting is done to three cubic sides for the local estimation.

In the case when only two sides of cube are captured, model-fitting is only performed on the two visible sides. For the global registration, an intersection line is calculated between the two visible extracted regions, and points in two visible extracted regions are fitted to the model. This is followed by the determination of the cubic edge that is in the direction of the nonvisible side’s normal vector. There are two possible directions for the normal vector, and a comparison of the centers of the point cloud with the cube model from the global estimation provides the direction. This normal vector is calculated by the cross products of the normal vectors of the two visible sides. We define a point that lies on an edge as a location where the depth values drastically change as compared to neighboring points. This detection of the edge in the 3D point cloud associated with the face requires the removal of outliers from a large number of sampled points. In this case, the outliers are caused from the user’s hands and some random noise. A contour of the 3D point cloud associated with the face is analyzed to determine an approximate edge. The edge of cube is approximated by the points of contour near the edge which is predicted by the center of the areas and the size of cube. Statistical analysis removes outlier points that do not fit within 10% of the approximate edge. Finally, the cubic model is fitted to inlier points of the approximate edge and the calculated nonvisible normal for the localization.

3.4 Creation of Projection Graphics

The final step is to render the images onto the projection surfaces of the cube. The cube is broken down into a set of six planes, and each of the planes provides a unique view into the graphical object rendered as it was inside the cube. The user’s viewpoint is determined by skeleton tracking with the RGB-D camera, and enables the rendering of 3D graphical objects correctly from the user’s viewpoint of the physical cube. Six individual textures are created (one for each plane of the cube). Then the textures are mapped onto the visible sides of cube from the viewpoint of the projector.

4 EXPERIMENT

The performance of our method was evaluated in terms of the accuracy of tracking performance. Example interactive applications were implemented with one or multiple cubes to show the capability of our method. All of the experiments were performed with the following system: CPU - Inter Core i7-4770k 3.5GHz, RAM - 16.0GB, GPU - NVIDIA GeForce GTX 760, RGB-D camera - Microsoft Kinect v1.0 (640x480), and Projector - EPSON EB-W8 (1280x1024). Figure 5 depicts our experimental setup.

4.1 Accuracy Evaluation

The accuracy experiment tracked a 250mm cube to determine the accuracy of the pose estimation for our system. We freely moved and rotated the cube with hands. A comparison of our proposed method against the ICP was performed with the ARToolkit method [8] as the ground truth. An ARToolkit marker was placed on the top face of the cube, see Figure 6. The error was determined as the difference between a measured pose (our method and the ICP) and the recorded ARToolkit pose. We calculated the error of translation and the error of rotation of the cube in 176 simultaneous frames. Our method and the ICP were measured on exactly the same 176 frames. The results are shown Table 1.

As shown in Table 1, the mean rotation errors are quite small as estimated by both our method and the ICP. The reason for the small error in our method is that the normal vectors of a similar direction are clustered together in the step for plane segmentation, and we calculate the normal vector of a plane equation in the regions. The ICP also has only a small effect on the error of rotation, as the points on the same plane are corresponded for the transformation.
The mean error for translation in our method is much smaller than in the ICP. The estimated translation for our purposed method is more stable, as shown with a lower standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>Proposed method</th>
<th>ICP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translation (mm)</td>
<td>12.36 SD 0.07</td>
<td>31.02 SD 15.35</td>
</tr>
<tr>
<td>Angle (degrees)</td>
<td>0.36 SD 0.34</td>
<td>0.57 SD 0.44</td>
</tr>
</tbody>
</table>

### 5 Conclusion

We proposed and demonstrated the Rubix system, as a dynamic SAR environment. The Rubix system is able to provide an accurate and stable method for 6DOF tracking on a textureless cube in SAR. In our proposal, a 3D point cloud from a RGB-D camera is divided into planar regions by superpixel segmentation and labeling. These regions of the targeted cubic sides are then extracted into a set of planar regions. The points on the face sides of these planar regions are fitted to a cubic model to estimate cubic pose. Real-time user viewpoint dependent 3D graphical projection images are created from the cubic pose and the position of the projector. We validated the Rubix system against the ICP algorithm. Our method was shown to be superior in both orientation and translation pose estimations. The system performs at a speed of 12.4 fps, which is effective for tangible interactions. The system supports multiple objects being tracked simultaneously. Example applications were developed to demonstrate the capabilities of the Rubix system.
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