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ABSTRACT

We present a method for generating images in which people are
hidden from image sequences taken with a hand-held camera. Our
method is basically used for privacy protection of people whose
images are unintentionally captured in image sequences.

We hide people from images by reconstructing a 3D model of
background and projecting it to 2D images. By detecting the area
in which people are present beforehand, we can reconstruct a 3D
model of the background without people. In the experiment, We
compare our method with some conventional approaches for dimin-
ished reality.

Keywords: Diminished reality, structure from motion, privacy
protection, multi-view stereo, inpainting.

Index Terms: H.5.1 [INFORMATION INTERFACES AND PRE-
SENTATION]: Multimedia Information Systems—Artificial, aug-
mented, and virtual realities; I.5.1 [IMAGE PROCESSING AND
COMPUTER VISION]: Models—Structural

1 INTRODUCTION

In recent years, the research to remove objects or people in images
has been gathering remarkable attention. This kind of research is
called Diminished reality. It can be used for many kinds of purposes.
For example, it is useful for privacy protection. When we see TV
shows, movies, or some images uploaded on the Internet, we can
find many people who are not conscious of being in the pictures. We
have to protect their privacy because they may be totally unaware
that they are in the images.

The easiest way to solve this problem is by mosaicking or masking
people’s faces. However, such processing sometimes spoils the
original image because it makes it look strange; in addition, we
must rely on the uploaders’ ethics, as the images must be altered
before uploading. Thus, a system should be developed that can
automatically detect people in images and hide them, while ensuring
that the output image looks natural.

We developed the required system using Structure from Motion.
The input for our method comprises image sequences taken with a
hand-held camera. The output is composed of images in which the
people are hidden. Our method can be divided into four processes.
The first is a human-detection process that detects people in an
image. The second is a 3D reconstruction process that reconstructs
a 3D model of the background using Structure from Motion. The
third process is a 3D to 2D projection process that is carried out to
obtain 2D background images using a projection matrix. Finally
in the blending process, we mix the original images and projected
images to generate output images.
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2 RELATED WORK

Many studies have been carried out on hiding objects in images. The
simplest way to do this is to transform another image taken from
different view points and superimpose it on the target objects.

In Enomoto’s research, the researchers solved a problem in which
users could not see a plane in front of them because of obstacles
located between users and the plane [1]. They used an AR tag [2]
to estimate the target plane and warped another image to the target
plane using a homography matrix. Flores’s method solved privacy
invasion problem in terms of people in Google Street View’s images
[4]. This method also uses a homography matrix under the situation
that objects in the images do not move, and the background of the
target person is captured in other frames. Hasegawa and Saito’s
method hides people in image sequences [7]. This method can
also be applied to a situation in which a target person is moving
while a video is being taken. According to these researchers, the
background can be considered as a plane, and camera must stay in
the same position. Zhuwen’s method hides people in pictures using
images uploaded on the Internet [12]. The researchers store a lot of
images taken at the same place using geo-tag information attached
to each image. They estimate 6 DoF of each image using Structure
from Motion. Then, they warp other images and superimpose the
most appropriate image on target person. These studies all assume
that the background is a plane or can be considered as a plane;
therefore, they have a problem in that they can not be applied to a
scene in which the background has a complicated 3D shape.

Unlike the studies mentioned above, Granados’s method consid-
ers about the 3D shape of the background [6]. The researchers divide
the background into small planes. Then, they estimate homography
matrix for each plane and remove target person by warping other
images. Kawai’s research remove people in an image sequence taken
with an omnidirectional camera [10]. This method removes moving
objects in it using energy minimization. Since they do not consider
the meaning of each object, not only people in it but also other mov-
ing objects are removed. In addition, people might not be removed
if the background is similar in color to the clothes that people wear.
Some other researches did not use other images taken from different
points of view; rather, these researchers used estimations of pixel
values based on the consistency of the background texture in the
invisible part [11] [8]. This method works well if the background
has a continuous texture; however, if this is not the case, the invisible
region is represented differently from how it is in the real world. In
addition, this method can be used for objects that remain in the same
place, but not for objects that move in the image sequences.

In contrast to these researches, our method aim to the dynamic
scene that both the target person and camera are moving while the
video is being taken. In addition, we do not use homography to
remove people in images but use 3D model of the background so
that we can apply our method to scenes in which background has
arbitrary shape. There are some researches doing 3D reconstruction
in dynamic scenes [15] [17]. These researches propose methods to
reconstruct moving objects using multiple cameras. However, we
use only one hand-held camera. Furthermore, we reconstruct only
static background in dynamic scene. Therefore, we reconstruct 3D
shape of the background using Structure from Motion and Multi-
View Stereo.
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Figure 1: Flow chart of our method.

3 THE PROPOSED METHOD

Figure 1 shows the flow of our method. It is applicable to dynamic
scenes in which both the camera and target move, and a hand-held
camera is used to take the images. Our method can be divided into
four processes, namely human detection, 3D model reconstruction,
3D-to-2D projection, and blending.

3.1 Human detection
The first process is human detection. By detecting where people
are in images and hiding them by painting them with white, we
can obtain only background 3D model that does not include people
when we reconstruct the model. First, we split a given input video
into each frame and obtain an image sequence. Next, we detect
people who are in those images using Liu et al’s method [13], which
can detect specific objects quickly and robustly compared to other
object-detection methods. When we find people, we set a rectan-
gular region that is large enough to cover each person completely.
However, sometimes we can not detect people correctly because of
their posture, the brightness of the lighting, or other factors. There-
fore, we set the same rectangle region in the next three frames if
fewer people are detected than in the previous frame, assuming
that a person in a frame does not move a lot in successive frames.
After detecting people in the images, we erase them by painting
the rectangular region that encloses them in white. In this way, we
can reconstruct only 3D points in the background since few feature
points are found in the region painted same color.

3.2 3D model reconstruction
The second process is 3D model reconstruction. We use Structure
from Motion to reconstruct 3D sparse pointclouds and estimate
camera position of each frame. In Structure from Motion, we use the
SIFT feature value [14] to find feature points, and we compare near
150 frames to find corresponding points. We also optimize the 3D
points and camera pose using bundle adjustment.We do not have to
achieve camera parameters by doing camera calibration beforehand.
After getting sparse pointclouds and camera positions, we obtain a
3D textured model based on pointclouds given by Structure from
Motion. We use Multi-View Stereo [5] to obtain a dense pointclouds
from sparse pointclouds. Next, we connect pointclouds located
close to each other and make a mesh. The density of pointclouds is
dependent on input image sequence; therefore, we used Jancosek’s
method which is able to make a mesh independently of density of
pointclouds [9]. Then, we refine the 3D mesh model with Vu’s
method to remove noises by smoothing 3D model [19]. Finally, we

put texture in the 3D mesh model and obtain a dense 3D model
with color. When we add the texture, we do not use input images
of Structure from Motion, as this would make the texture a little bit
whiter, since we painted the human region in white. To solve this
problem, we have generated another image sequences for texturing
with Telea’s inpainting method [18] to complement the rectangular
regions. We compared two inputs for reconstructing 3D model
of background, (a) image sequence in which masked regions are
painted white, (b) image sequence in which masked regions are
inpainted. As you can see in Figure2, pointclouds generated with
(b) has more noises. For example, a tree which is located right
side in the picture is not reconstructed in (b), and also the wall of
the building is reconstructed sparser. This is because 3D structure
cannot correctly be recovered by detected corresponding points in
the inpainted area.To achieve our goal, pointclouds should be dense
and all objects except for target person should be reconstructed.
Therefore we used image sequence in which masked regions are
painted white as input for Structure from Motion.

Figure 2: Pointclouds generated using Structure from Motion and
Multi-View Stereo [5].

3.3 3D-to-2D projection
The third process is projection from the 3D model to 2D images.
Since we have already estimated the camera positions, we can calcu-
late the projection matrix of each frame. By rendering the 3D model
to each camera position with the projection matrix, we can obtain
an image sequence does not include people.

3.4 Blending
The final process is blending the original images and projected
images. First, we mask the projected image with rectangular region
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Figure 3: Results of (a) our method, (b) homography, (c) inpainting [18].

given by Liu et al.’s object-detection method [13] and superimpose
it on original image. However, this shows the boundary between
the original image and projected image clearly. Accordingly, we
apply Perez et al.’s method [16] to adjust the pixel values of the
neighboring pixels of the boundary and make the output image
appear more natural. In Perez et al.’s method [16], we set loop count
1800. We adjust target pixel value depends on neighbor 4 pixels.

4 RESULTS

We apply our method to some scenes with different backgrounds.
Moreover, we compare (a) our method with (b) homography and
(c) Telea’s inpainting method [18] to illustrate the efficiency of our
method. We choose (b) homography and (c) inpainting as com-
parison because those methods are suitable for the dynamic scenes
which we aim.

Figure 4 shows how we analyze videos in the experiments. As
the Figure shows, as a camera is moving in the opposite direction a
pedestrian and aims the camera towards the pedestrian while walking.
We used an iphone6s (Apple) to shoot the video. The resolution
is 1920 × 1080 and the frame rate is 30 fps. We used VisualSfM
ver 0.5.26 [20] [21] [22] for Structure from Motion, OpenMVS for
Multi-View Stereo and making the textured 3D model, and Blender
ver 2.78b for rendering the 3D model to 2D images. Each input
video is 10-15 seconds long and comprises about 300-450 frames.

4.1 Experiment
Figure 3 shows different frames of input image sequences and the
results of (a) our method, (b) homography and (c) Telea’s inpainting
method [18] for three different scenes. Scene 1 is the 172nd frame
out of 312 frames, scene 2 is the 240th frame out of 460 frames,
and scene 3 is the 190th frame out of 421 frames. For method (b),
we used SIFT feature value [14] and RANSAC [3] to obtain the
homography matrix. For method (c), we carried out 500 repetitions
to calculate the appropriate pixel values.

We could hide the people in the images in all three methods. How-
ever, our method is apparently superior to the other methods in terms
of how natural it looks. Method (b) works well when the background
can be considered as a plane; however, when the background has 3D

shape, it has geometric inconsistency. For example, in scene 1, the
tree is misaligned because it is located in front of the wall. In the
result of method (c) in scene 1, the tree was removed which is sup-
posed to be not removed. This is because method (c) complements a
masked region by propagating outside pixel values. Therefore, the
bigger the target person exists is, the harder to compliment a masked
region because more objects in the background are hidden.

In contrast, our method works well in any situation, and the output
images are appear more natural than those of the other methods do.

Figure 4: Experiment environment.

5 DISCUSSION

In contrast to Figure 3, we show some results that our method did
not work well in Figure 5 and Figure6.

In Figure 5, there appears to be a hole in the area in which we
applied our method. This is because the target person had stayed
at the same position in the first 20 or 30 frames in the input video,
so that we could not obtain the 3D shape of the area. It is difficult
to hide people and generate images naturally with our method if
we could not capture some part of the background from multiple
viewpoints, since Structure from Motion requires a lot of images
taken from different viewpoints to obtain correct 3D pointclouds and
camera pose estimations. Accordingly, to hide the target person from
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Figure 5: Failure case 1. Figure 6: Failure case 2.

all frames, we need to mix our method with another image-recovery
method, such as inpainting or AutoEncoder. In Figure 6, we can see
geometrical inconsistency in the area where people were originally
present. The edges of the steps and sidewalk are inconsistent. These
inconsistencies arise because noise is generated in Structure from
Motion. Noise may occur in two main ways. First, a pair of feature
points may be wrongly matched, causing distortion in the 3D model;
if the background’s texture is continuous, as in case 2, mismatching
is more likely to occur. The second issue is that we generated a
mesh even in areas where the point clouds were not dense enough,
as the mesh was created based on sparse pointclouds; insufficient
density causes distortion of the 3D shape. We need to consider ways
to eliminate noise, such as by plane fitting of pointclouds or a better
matching method that is less likely to result in mismatches.

6 CONCLUSION

We proposed a method of hiding people who are in images or videos
without their intension to protect their privacy. In our method, we
first detected people in images and paint them white. Second, those
images were as input for Structure from Motion to obtain the 3D
shape of background and camera positions. Third, the 3D model
was projected to 2D images based on the estimation of the camera
positions. Finally, the original and projected images were blended,
and images were generated in which the people were hidden. We
compared our method with other ways to hide objects in images,
such as the homography and inpainting [18], and we demonstrated
our method’s superiority. In future work, we will mix our method
with other image-recovery methods such as inpainting or AutoEn-
coder, to make it possible to hide people from all frames even when
we can not obtain a complete 3D model.
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