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ABSTRACT

In this talk, | will present a future trend of visual
processing in which the amount of images captured by
various devices is extremely increasing. While machine
learning has made drastic improvement based on the
huge amount of image data, we need to achieve the
innovative visualization technology using huge amount of
image data. | believe that one of such trends is
augmenting visual reality based on multi-dimensional
visual information analysis for providing intuitive
understanding using collection of various images. | will
show some preliminary example research directions
based on the collection images.

1. INTRODUCTION

It has been over two decades since the technology of
“free viewpoint synthesis” was proposed based on 3D
shape recovery and modeling from multiple viewpoint
images [1] in 3D visual processing field. During the two
decades, many key technologies have been developed for
improving the performance of “free viewpoint synthesis”,
so that we can expect it is easy to make it practical use,
such as sports visualization. However, we have already
noticed that making it practical use is actually not easy
task, which may require more additional innovative
techniques for making people feel such that impossible
can be possible.

| believe that visualizing invisible reality for human is
one of indispensable technologies, which can be realized
by innovating 3D visual processing. According to
increasing capability of amount of images captured by
various kind devices, we can achieve many innovative
visualizations that people have believed as impossible.

In this article, | present some example technologies for
visualizing reality that cannot directly be observed, but
reconstructed from collection of images. | call such
technologies as augmented visualization.

2. AUGMENTED VISUALIZATION USING MOVING
CAMERA

As an example technology with recent drastic
improvement, we apply structure from motion (SfM)
technologies [2,3] to visualization of invisible reality by
recovering 3D structure and camera poses from multiple
view image sequence.
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Fig. 1 shows a pipeline for visualizing a video without
people [4]. Here, the background of the people is
visualized using different frames capturing the scene
behind the people. For visualizing the background of the
scene, 3D structure of the scene should also be
recovered. SfM is a significant technology for obtaining
the 3D structure in those cases. People in the input
video are first detected and erased from the input video,
then SfM is applied to recover 3D structure of the
background scene. Using the estimated poses of the
camera motion, the area of the detected people is filled
with images capturing behind the people.

As a related technology of SfM, visual SLAMs [5]
have also been studied, which takes ordered image
sequence from moving camera to simultaneously
recover pose of the camera and 3D structure of the
scene in real-time.

Fig. 2 shows visualization of temperature on the
surface of the scene captured by a set of moving a RGB
camera and a thermal camera. Based on the 3D
structure recovered by DSO [6] (a SLAM algorithm) of
the target scene, we can map thermal images onto the
color images with collect registration in 3D scene [7].

Fig. 3 shows visualization of object recognition [8] in
the scene based on simultaneous 3D structure recovery
and object segmentation from RGB-D image sequence
[9]. Since the objects are recognized from multiple
viewpoints, we can achieve better accuracy of the
recognition than object recognition based on a fixed
viewpoint.

3. AUGMENTED VISUALIZATION USING MULTIPLE
CAMERAS

Capturing with multiple cameras also an essential
way for augmented visualization. As an application of
multiple camera systems, we have developed
diminished reality visualizations [10].

Fig. 4 shows an example of the diminished reality
visualization for baseball watching [11]. For visualizing
the performance of pitcher and the ball trajectory behind
the catcher and the umpire, images captured by different
viewpoint cameras are used for rendering the hidden
scene in the target camera.

Using multiple cameras, we have developed a system
for visualizing scenes occluded by hands and tools in
various hand-working scenarios [12]. In this system, we
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employ a RGB-D camera with multiple RGB cameras, so
that we can capture the 3D structure of the hidden scene
in real-time accurately. Fig.5 shows example results of
visualizing the hidden working area.

In such multiple camera system, it is important to
accurately estimate the extrinsic parameters of the
cameras, which generally needs to detect feature points
from the common scene. We have proposed a method for
extrinsic calibration even without commonly detected
feature points by using omnidirectional cameras [13].

4. CONCLUDING COMMENTS

The number of the cameras used for various situation
will drastically be increased, which means various kinds of
collections of images are available in future. Applications
of desired visualization based on the increasing collection
of images will definitely be spreading, so we need to
develop technologies for more efficient recovery and
rendering of target scenes using a large set of images.
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Fig.1 Pipeline for visualizing a video without people [4].
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(a) 3D structure recovered by DSO with color-coded (b) Thermal distribution rendered onto RGB images.
temperature
Fig. 2 DSO (a SLAM algorithm) recovers 3D structure of the scene (a) from multiple view images. This is also
used for rendering thermal distribution onto the RGB images (b) [7].
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Fig. 3 Object recognition results by multi-view-based recognition method working in real-time while processing
SLAM, segmentation, and object recognition [8].
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(a) Input multi camera images (b) Visualization of hidden scene by catcher and umpire
Fig. 4 Diminished reality visualization for baseball watching [11].
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(a) Setup of multiple cameras (b)Original image (c) Hidden work area visualization
Fig. 5 Diminished reality for hidden working area visualization [12].
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