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Appearance-Based Virtual View Generation From
Multicamera Videos Captured in the 3-D Room

Hideo Saito, Member, IEEE, Shigeyuki Baba, and Takeo Kanade, Fellow, IEEE

Abstract—We present an appearance-based virtual view gen-
eration method that allows viewers to fly through a real dynamic
scene. The scene is captured by multiple synchronized cameras.
Arbitrary views are generated by interpolating two original
camera-views near the given viewpoint. The quality of the gen-
erated synthetic view is determined by the precision, consistency
and density of correspondences between the two images.

All or most of previous work that uses interpolation extracts the
correspondences from these two images. However, not only is it dif-
ficult to do so reliably (the task requires a good stereo algorithm),
but also the two images alone sometimes do not have enough in-
formation, due to problems such as occlusion. Instead, we take ad-
vantage of the fact that we have many views, from which we can
extract much more reliable and comprehensive three-dimensional
(3-D) geometry of the scene as a 3-D model. Dense and precise cor-
respondences between the two images, to be used for interpolation,
are obtained using this constructed 3-D model. Pseudo correspon-
dences are even obtained for regions occluded in one of the cam-
eras and then we used to correctly interpolate between the two
images. Our method of 3-D modeling from multiple images uses
the Multiple Baseline Stereo method and the Shape from Silhou-
ette method. The virtual view sequences are presented for demon-
strating the performance of the virtual view generation in the 3-D
Room.

Index Terms—Image based rendering, model based rendering,
multibaseline stereo, multiple-view images, shape from silhouette,
3-D model.

I. INTRODUCTION

M ETHODS for three-dimensional (3-D) shape reconstruc-
tion from multiple-view images have recently received

significant research, mainly because of advances in computation
power and data handling capacity. Research in 3-D shape recon-
struction from multiple-view images has conventionally been
applied in robot vision and machine vision systems, in which the
reconstructed 3-D shape is used for recognizing the real scene
structure and object shape. For those kinds of applications, the
3-D shape itself is the goal of the reconstruction.

New applications of 3-D shape reconstruction have recently
been introduced [26], [29]. One of such application is arbitrary
view generation from multiple-view images, in which the new
views are generated by rendering pixel values of input images
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in accordance with the geometry of the new view and the 3-D
structure model of the scene [1], [14], [18], [19], [20], [28],
[32]. The 3-D shape reconstruction techniques can be applied
to recover the 3-D model that is used for generating new views.
Such a framework for generating new views via recovery of a
3-D model is generally called “model-based rendering (MBR).”
MBR has the advantage of handling the occlusion problem as
they make use of the 3-D models. However, registration errors
of texture mapping onto the constructed 3-D model may cause
blur of synthesized virtual images.

Alternatively, image-based rendering (IBR) has recently been
developed for generating new views from multiple-view images
without recovering the 3-D shape of the object. Because IBR is
essentially based on two-dimensional (2–D) image processing
(cut, warp, paste, etc.), the errors in 3-D shape reconstruction,
such as dense stereo [23], do not affect the quality of the gener-
ated new images as much as for model-based rendering.

In this paper, we present a view interpolation approach that
we callAppearance-Based Virtual-View Generation, which cap-
tures the best features of both MBR and IBR. This method gen-
erates virtual views taken by multiple camera images of the “3-D
Room” [15], which we have developed for digitizing dynamic
events, as is and in their entirety. First, a 3-D model of a scene
is reconstructed from the multiple images by using “Multiple
Baseline Stereo” (MBS) [22] and “Shape from Silhouette” (SS)
[4], [25]. Taking advantage of the fact that we have 3-D models
of the scene, geometrically accurate correspondences between
pairs of images are obtained with the aid of the 3-D model. The
precise and dense correspondences are used to generate virtual
views at arbitrary viewpoints without losing pixels even in par-
tially occluded regions. With this method, the virtual appear-
ance views are generated in accordance with the correspondence
between input images. Even though the image generation pro-
cedure is based on a simple 2-D image morphing process, the
generated virtual views reasonably represent 3-D structure of
the scene because of the 3-D structure information included in
the correspondence between the images. The 3-D structure re-
covery helps to avoid the occlusion problem between the images
used to generate virtual views.

We demonstrate the performance of the proposed framework
for virtual view generation from multiple cameras by showing
several virtual image sequences of a dynamic event.

II. RELATED WORK

Recent research in both computer vision and graphics has
made important steps toward generating new views. Such
studies for generating new views can be broken down into
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two basic groups: generating new views by mapping of the
texture of input images onto 3-D structure models that are
reconstructed from range images (MBR), and generating new
views directly from multiple images (IBR).

In the model based rendering, a 3-D structure model is ini-
tially reconstructed using volumetric integration of range im-
ages. Hiltonet al. [11], Curless and Levoy [5], and Wheeleret
al. [35], led to several robust approaches to recovering global
3-D geometry from range images from different view. In most
cases, the range images are obtained by a direct range-scan-
ning hardware, which is relatively slow and costly for a dy-
namic multiple sensor modeling system. To avoid such disad-
vantages of the range-scanning hardware, multiple-view images
are used for the reconstruction of the 3-D models. Debevecet
al. [6] developed an interactive editing system to recover 3-D
structure model of the object and a view-dependent texture map-
ping scheme to the model [7]. Faugeraset al. [8] developed
a system which can generate 3-D models of a static environ-
ment semi-automatically from sequences of images. Seitzet al.
[27] proposed a method for coloring visible voxel from multiple
views. In this method, each voxel’s visibility is checked by using
the color consistency of projected points in all the input im-
ages, and then the colored visible voxels representing the object
shape provide virtual view. Since the color consistency is im-
portant, this method is not suitable for multiple camera system
in which sensitivity varies in different cameras, but rather suit-
able for single camera system with turntable of the object. Our
group [23], [32] demonstrated automated creation of four-di-
mensional (4-D) (3-D time) models for time-varying scenes
by applying image-based stereo for generation of range images
and volumetric integration of the range images, together with
texture mapping and rendering of new views. These methods
have the advantage of handling the occlusion problem as they
make use of the 3-D models. However, texture mapping onto
the constructed 3-D model with errors may cause blur of syn-
thesized virtual images.

Image-based rendering method does not require any 3-D
models for synthesizing virtual images. Katayamaet al.
demonstrated that images from a dense set of viewing posi-
tions on a plane can be directly used to generate images for
arbitrary viewing positions [16]. Levoy and Hanrahan [18]
and Gortleret al. [10] extend this concept to construct a 4-D
field representing all light rays passing through two parallel
planes. New view generation is posed as computing the correct
2-D cross section of the field of light rays. A major problem
with these approaches is that thousands of real images may be
required to generate new views realistically, therefore making
the extension to dynamic scene modeling impractical.

View interpolation [3], [34] is one of the first approaches that
exploited correspondences between images to project pixels in
real images into a virtual image plane. This approach linearly
interpolates the correspondences, or flow vectors, to predict in-
termediate viewpoints. View morphing [28] is an extension of
image morphing [2], that correctly handles the 3-D geometry
of multiple views. Avidanet al. [1] has proposed a geomet-
rically correct way for generating new views from three input
images by using the trilinear tensor that has been proposed by
them. In those methods, correspondences between the original

images must be specified for warping the original images to
generate intermediate views. The correspondences are generally
given manually [3], [34], [28], or by the use of optical-flow at
boundary [1] between two views. In the method presented in our
paper, the correspondences are generated from the 3-D structure
models reconstructed from multiple input images.

Since our approach to generate new views is based on view
interpolation, the virtual viewpoint is not determined by an ex-
plicit 3-D specification in the object space, but rather is specified
as relative weight factors of interpolating input cameras. This
means that the interpolated virtual viewpoint is constrained to
be along the segments connecting the input cameras. This is a
limitation for viewpoint positioning, but instead we can obtain
an advantages of our appearance-based virtual view generating
algorithm. In most of the model based rendering methods, the
texture rendered onto the model surface is suffered by the error
of the recovered 3-D model, that results in degrade of virtual
images even if the view point is the same as the real camera
position. Contrary to such model based rendering methods, we
obtain the full quality image from the same viewpoint as an orig-
inal camera, by using the view interpolation-based method.

There are other bodies of work involving multiple camera
systems. Our group has developed a system using a number of
cameras for digitizing whole real world events including 3-D
shape information of dynamic scenes [14], [23], [32]. Gavrila
et al. [9] have developed a multiple camera system for human
motion capturing without any sensors on the human body. Jainet
al. [13] proposed Multiple Perspective Interactive (MPI) Video,
which attempts to give viewers control of what they see, by
computing 3-D environments for view generation by combining
a priori environment models and the dynamic predetermined
motion models. In the single camera case, 3-D structure re-
covery from a moving camera involves using a number of im-
ages around the object [24], [30].

Image-based Visual Hull (IBVM) [19] is another virtual view
synthesis method from multiple cameras. IN IBVM, the hull
shape of the object is represented by the intersection of silhou-
ettes on the epipolar lines of one base camera. Such image-based
representation contributes high speed rendering with conven-
tional image rendering hardware. Since the visual hull recon-
structed from silhouette images cannot represent the actual 3-D
shape, however, it is difficult to render high quality virtual im-
ages in case of complicated object shape. IBVM is also difficult
to overlay virtual objects with synthesized hull shape, because
the explicit 3-D model shape is not represented.

Although the multicamera system is developed to capture dy-
namic scenes, the proposed algorithm in this paper performs the
reconstruction on a frame-by-frame basis, without taking into
account the temporal relationship between different frames. Re-
cent research has shown improved reconstruction by using the
temporal relationship of the scene [21], [33].

III. T HE 3-D ROOM

The “3-D room” is a facility for “4-D” digitization: it cap-
tures and models a real time-varying event as a 3-D represen-
tation which depends on time (one-dimensional). On the walls
and ceiling of the room, a large number of cameras are mounted,
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Fig. 1. Camera placement in the 3-D Room.

Fig. 2. Panoramic view of the 3-D Room.

all of which are synchronized with a common signal. Our 3-D
Room [15] is 20 feet (L) 20 feet (W) 9 feet (H). As shown
in Figs. 1 and 2, 49 cameras are currently distributed inside the
room: ten cameras are mounted on each of the four walls, and
nine cameras on the ceiling. A PC cluster computer system (cur-
rently 17 PCs) can digitize all the video signals from the cam-
eras simultaneously in real time as uncompressed and lossless
color images at full video rate (640480 2 30 bytes per
seconds). Fig. 3 shows the diagram of the digitization system.
The images thus captured are used for generating the virtual
view in this paper.

IV. A PPEARANCE-BASED VIRTUAL VIEW GENERATION

FROM MULTIPLE CAMERA IMAGES

Fig. 4 shows the overview of the procedure for generating
virtual views from multiple-view image sequences collected in
the 3-D Room.

The input image sequences provide depth image sequences
by applying multiple baseline stereo frame by frame. The depth
images of all cameras are merged into a sequence of 3-D shape
models, using a volumetric merging algorithm [5].

For controlling the appearance-based virtual view point in the
3-D Room, two interpolating cameras are selected. An image
observed at a different view from any of the actual images can
be generated by interpolating between its two spatially adja-
cent images by using the correspondence between the images.
The corresponding points are computed by using the 3-D shape
model. The spatial weighting value between the images controls
the appearance of the virtual viewpoint.

Fig. 3. The digitization system of the 3-D Room consists of 49 synchronized
cameras, one time code generator, 49 time code translators, 17 digitizing PCs
and one control PC.

A. Three-Dimensional Shape Model Reconstruction

Multiple baseline stereo (MBS) [22] is employed to obtain
a depth image at every camera in the 3-D Room. Some (2–4)
neighboring cameras are selected for computing the MBS of
every camera. All the depth images for all cameras are merged
to generate a volumetric model. According to the volumetric
merging algorithm [5], an implicit function of the 3-D volume
of the object shape, which is represented by signed distance to
the object surface, is generated from all the depth images. By
using the volumetric merging algorithm, errors of the depth im-
ages can be averaged in the the implicit surface representation.
Then, the implicit surface of the volume is detected by marching
cubes algorithm [17], so that the model of the object can be rep-
resented by triangle meshes. The number of the meshes of the
surface model is finally decreased by mesh simplification algo-
rithm such as QSlim [12].

A volume of interest can be specified by limiting the areas of
range images that are merged into the implicit function during
the volumetric merging, so that only the objects of interest can
be extracted. An example of the reconstructed 3-D shape model
in a triangle mesh representation is shown in Fig. 5. This is the
view from the ceiling in the motion sequence “A man in the
sofa,” in which the man (upper shape) is standing beside the
chair (lower shape).

We also employ Shape from Silhouette (SS) for reducing the
shape reconstruction error that is caused by wrong estimation
of the depth in the MBS execution. In Shape from Silhouette,
foreground (silhouette) images are generated for each camera
before the computation of 3-D model. Background subtraction
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Fig. 4. Overview of the procedure for generating virtual view images from multiple camera in the 3-D Room.

Fig. 5. An example of the reconstructed 3-D shape model, using a triangle
mesh representation. The number of triangles in the mesh is 10 000.

is performed for the input images from each of the 49 cameras
and dilation and erosion processing are performed to improve
the quality of foreground images. After generating foreground
images for all cameras, all of the images are back-projected into
3-D space. Each camera viewpoint and its foreground image de-
fine a bounding volume. The 3-D model can be reconstructed
from intersecting volumes of multiple bounding volumes de-
fined by these foreground images.

For reconstructing the 3-D shape models from multiple im-
ages, each camera has to be fully calibrated prior to the recon-
struction procedure. We use Tsai’s camera calibration method
[31], which calculates six degrees-of-freedom of rotation and

Fig. 6. Placement of point light sources for calibration of every camera in the
3-D Room.

Fig. 7. The scheme for making correspondences in accordance with a 3-D
shape model.

translation for extrinsic parameters, and five intrinsic parame-
ters which are focal length, aspect ratio of pixel, optical center
position, and first order radial lens distortion.

To estimate the camera parameters of all cameras, we place a
number of marker point light sources (LEDs) in the volume of
interest, and capture images from all cameras. Marker points in
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Fig. 8. Consistent correspondence and pseudo correspondence. As the point a
is in an occluded region, there is no corresponding point in view B. The pseudo
correspondence from the point a is provided by the 3-D shape of the object,
by virtually projecting the surface point onto the view B (represented as b’).
Point b’ is not only the pseudo corresponding point from a, but also the real
corresponding point from b in view A.

Fig. 9. Effect of the pseudo correspondence in view interpolation. If we only
have two views, there is no way to compute the correspondences correctly for
the occlusion regions in view 1 (circled areas). Therefore the pixel values in this
regions do not exist in (a) the warped image. On the other hand, the 3-D shape
modelprovides thepseudocorrespondingpoints for the occlusion regions in view
1. Thus the pixel values in those regions appear in the (b) interpolated images.

Fig. 10. Interpolation between two views. Each image is warped by the
weighted disparity of correspondences. The warped images are then blended
for generating the interpolated image.

the volume of interest are shown in Fig. 6, where a plate with
8 8 LEDs at 300 mm intervals is placed at five vertical posi-
tions, displaced 300 mm from each other. The images of these
point light sources provide the relationship of the 3-D world co-
ordinates to the 2-D image coordinates for every camera. The
camera parameters are estimated from this relationship by non-
linear optimization [31].

B. Deriving Pairwise Correspondence From 3-D Model

The 3-D shape model of the object is used to compute
correspondences between any pair of views as illustrated in
Fig. 7. For a point in view 1, the intersection of the pixel
ray with the surface of the 3-D model is computed. The 3-D
position of the intersecting point is projected onto the other
image, view 2. The projected point is the corresponding point
of the pixel in view 1.

In Fig. 7, the ray of the point intersects the surface
at , and is then projected onto the point . In this case,
the point in view 2 is the corresponding point for the
point in view 1. If there is no intersection on the surface
(like the point in view 1), the pixel does not have any
corresponding point.

For each point that has corresponding point, the disparity
vector of correspondence is defined. The disparity vectorfor
the point is the flow vector from to .
The disparity vector ’ for the point is the flow vector
from to .

C. Virtual View Generation

1) View Interpolation: Because a virtual view is generated
by interpolation of two real neighboring images, the virtual
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Fig. 11. Generated virtual views by interpolation of two real views using various weighting factors for the fixed instance. The virtual view smoothlymoves as
the weight factor is changed. The occlusion regions (circled areas) have successfully been interpolated in the virtual views.

viewpoint can not be placed inside the object scene, but can be
moved on the lines between real neighboring viewpoints. For
controlling the virtual viewpoint in the 3-D Room, two inter-
polating cameras that are the closest to the virtual viewpoint
are selected, and then interpolating weights are determined
according to the virtual viewpoint. The intermediate images
between the selected two images are generated by interpolation
of the selected images from the correspondence between them.
The correspondence is computed by using the 3-D shape model
as described above. The images are weighted during interpola-
tion in relation to their distance from the virtual viewpoint.

The interpolation is based on the related concepts of “view in-
terpolation” [3] and “view morphing” [2], in which the position
and value of every pixel are interpolated from the corresponding

points in two images. The following equations are applied to the
interpolation:

(1)

(2)

where

and ’ are the position of the corresponding points in the
two views (view 1 and view 2), and are the pixel
values of the corresponding points, andand are the in-
terpolated position and pixel value. The interpolation weighting
factors are represented by and , where .
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Fig. 12. Generated virtual views for a dynamic event. The real views used for interpolation are also shown with the virtual views. The occlusion regionhas
correctly been interpolated in the image sequence.

2) Pseudo Correspondences for Handling Occlusion:The
view interpolation method requires consistent correspondence
between two images.

However, it is not unusual that the camera views have oc-
cluded regions in the scene. For instance, if we have two cam-
eras and a shaped object in a scene, as shown in Fig. 8, a part



310 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 5, NO. 3, SEPTEMBER 2003

Fig. 13. Generated virtual views for a dynamic event for four cameras (#7, #8, #9, and #10).

of the surface can be in an occlusion region for those views, in
which the region can be seen in one image but not in the other.

In this case, interpolation of the pixel value between two
views by the method described by (1) and (2) is impossible.

As a result, there is no description of the pixel values in the
occlusion region in the generated interpolated images.

To avoid such problems in view interpolation, we introduce
the concept of a “pseudo corresponding point” which can be
computed for the 3-D shape of the scene. In Fig. 8, a point a in
view 1 is reprojected onto b’ in view 2 by using the reconstructed
shape, even though the point on the object surface cannot be
seen in view 2. The point b’ is the pseudo corresponding point
for a, that corresponds to a only in the geometrical sense. The
pseudo corresponding point enables the interpolation of the po-
sition by applying the (1) for occluded points. The interpolation
of the pixel value is still impossible because the pixel value of
the pseudo corresponding point is not actually corresponding
in terms of the pixel value of the image. Accordingly, the pixel
value is not interpolated for the pseudo correspondence, but just
selected to be the pixel value of the occluded point. This is ex-
pressed by the following equation.

if is not seen in view
if is not seen in view

(3)

By using the pseudo corresponding point, we can generate
intermediate views without missing parts of occlusion regions.

Pseudo corresponding points can be detected only if the 3-D
structure of the scene is available. This suggests that 3-D shape
reconstruction plays an important role in view interpolation be-
tween two views, even though the interpolation procedure in-
volves only 2-D image processing without 3-D structure.

In Fig. 9, the effect of the pseudo correspondence is pre-
sented. If only the two input images are given without any 3-D
shape information, the points in the occlusion regions in view 1
(circled areas) cannot have any corresponding points, because
no information is available for making the points in the occlu-
sion regions that correspond to the image of the view 2. There-

fore, the pixel values in the occlusion region completely vanish
in the interpolated images as shown in Fig. 9(a). On the other
hand, the complete 3-D shape model, which is reconstructed
by the volumetric merging of the depth images at all cameras,
enables us to compute the pseudo correspondence even for the
occlusion region. Because of the pseudo correspondences, the
occlusion region can be successfully interpolated in the virtual
view as shown in Fig. 9(b).

D. Algorithm for Virtual View Generation

To apply pseudo correspondences to view interpolation, we
first generate the two interpolated images at the same virtual
point using the two directed correspondences, from view 1 to
view 2 and from view 2 to view 1, separately. Then, the two
warped images are blended into a single image in accordance
with the interpolation weight. Fig. 10 shows this algorithm.

As described in Section IV-B, disparity vector images
and are computed for two interpolating images
and of view 1 and view 2, respectively. For each inter-
polating image, the warped image is generated by shifting the
pixel in the weighted disparity vector. The relation between the
warped images and and input images
and is

(4)

where

(5)

Since the disparity value is not limited to an integer but a floating
point value, the shifted pixel can be placed on any point that
is not coincident with the pixel sampling point. The value on
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Fig. 14. Example results of appearance based view generation. The horizontal direction represents the frame number of the object event, while the vertical
direction represents the virtual camera position. The images between cam #29 and #30 are interpolated by the proposed method.

the pixel point is computed by bilinear interpolation from the
neighboring shifted pixel values.

The two warped images are blended into the interpolated
image of the two input images according to (6) shown at the

bottom of the next page. If a warped pixel value is shifted by
the pseudo corresponding point, the pixel value is computed in
only one warped image. This corresponds to the first two cases
in this equation.
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Fig. 15. Three-dimensional shape model for the scene “A man’s close-up.”
Since two groups of cameras with different focal length generate head shape
model and body shape model separately, the resolution of two parts is different.

E. Practical Extension of the Algorithm

1) Zooming: We have to account for the fact that focal
lengths of various cameras may be different, when dealing with
multiple cameras for capturing real views. In this situation, if
two neighboring camera-views with different focal lengths are
chosen, the object size in the virtual views changes during the
movement of viewpoints. If we assume a fixed focal length
for the virtual view, the view interpolation described in the
previous section cannot work because the focal lengths of the
two interpolating images are different. To avoid this problem,
it is necessary to add a zooming image feature to the view
interpolation.

We modify the view interpolation (2) as follows:

(7)

(8)

where

and are the optical centers in view 1 and view 2, respec-
tively. and are the focal lengths of camera 1 (view 1) and
camera 2 (view 2). is the focal length of the virtual camera. In
this modification, we assume that the focal length affects only

the size of the image. Although the focal length affects only the
size of the image, the appearance of the virtual camera can zoom
in and out in accordance with the focal length. This modifi-
cation makes the view interpolation method more practical.

2) Viewport Transformation Using Calibration
Data: Multiple cameras are usually installed facing toward the
center of the object. However, it is difficult to adjust the center
of the objects to the exact optical center of each camera-view,
even for static objects. If there is an offset between the center
of the objects and the optical center in the view, the objects
in the virtual view may move out of the field of view during
zooming as described in the previous section. To avoid this
problem, we transfer the viewport so that the objects can be
placed at the center of the virtual view.

Since the calibration data for each camera is computed, we
can define the projection matrices using the intrinsic and ex-
trinsic parameters for each camera. Then, if the center of the
objects in the world coordinates is defined, it can be projected
onto each view using those matrices. Comparing the position
of this projected point and the optical center in the views, the
transformation value for re-centering objects in views can be
computed. Using these transformation values, the center of the
objects can be shifted to the optical center in the virtual view.

3) Modified Disparity: By taking into account the zooming
and the viewport issues, the disparity calculation shown in Eq.
(5) is modified according to the following equations:

(9)

where and are the focal lengths of view 1 and view 2, re-
spectively, is the focal length of the virtual view, and
and are the optical centers in view 1 and view 2, respec-
tively.

The modification of disparity enables us to generate two
warped images in which the focal length of the virtual camera
is fixed to and the center of the objects is aligned with the
optical center of the virtual camera.

V. EXPERIMENT

A. Virtual View Generation With Various Weighting Factors

The appearance-based virtual views using various weighting
factors at a fixed instance for the scene “A man in the sofa”
are shown in Fig. 11. This demonstrates that the virtual view
smoothly moves as the weight factor is changed. As can be seen,

if and
if and ,
otherwise.

(6)
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Fig. 16. Comparison between the model based rendering and our appearance-based view virtual view generating method.

the occlusion regions have successfully been interpolated in the
virtual images. This demonstrates one of the advantages in using
a 3-D model for deriving correspondence between two interpo-
lating images.

Fig. 12 shows the virtual views at several instances. The real
views used for interpolation are also shown with the virtual
views. This figure also demonstrates that the occlusion region
has correctly been interpolated in the image sequence.

Fig. 13 shows an example of an image sequence flying
through a virtual view for the dynamic event. As seen in this
figure, the virtual viewpoint can move between multiple pairs
of cameras for generating the long trajectory of the virtual view.

Fig. 14 shows another example result of appearance-based
virtual views for the scene “A man’s close-up.” In this example,
14 cameras of the 3-D Room capture a close-up view of the ob-
ject head, while other cameras capture the upper body of the ob-
ject. The 14 close-up view cameras are distributed on the wall,
so some combinations of two neighboring cameras have dif-
ferent focal lengths in this case. In 3-D model reconstruction, the
head shape and body shape are separately reconstructed from
the group of the close-up view cameras and the group of the
other cameras, respectively. This is because the combination of
stereo cameras with different focal length fails to generate a sat-
isfactory depth map. After generating a 3-D model separately,
two parts are merged into one model which is shown in Fig. 15
for example. As shown in this model, the mesh resolution of two
parts is different.

For the scene “A man’s close-up,” 12 interpolated images
whose weighting factors are 0.0, 0.2, 0.8, and 1.0 are gener-
ated from the original images of the two cameras (cam #29 and
cam #30) at three different time frames (0, 50, and 100). If the
weighting factor is either 0.0 or 1.0, the quality of the interpo-
lated images is the same as the original images of the camera
#29 or the camera #30. As a result, when we view the scene

from the same viewpoint as an original camera, we obtain the
full quality image. This is one of the advantages of image inter-
polation-based new view generation techniques including our
method. In most of the model based rendering methods, the
texture rendered onto the model surface is blurred by the error
of the recovered 3-D model, that results in blurred virtual views
even if the view point is the same as the real camera position.
Fig. 16 shows a comparison between the model based rendering
and our appearance-based virtual view generating method. The
image rendered by model-based approach is blurred because
of the inaccurate reconstruction of the 3-D model, while the
virtual view by our new method is not as blurred by taking
advantage of the image-based interpolation-based approach. In
the proposed method, the interpolation-based method can be
performed even if there is occlusion, because pseudo corre-
spondences for the occlusion area can be obtained using the
reconstructed 3-D model.

As shown in Fig. 18, we have developed a GUI-based viewer
application, for viewing virtual views which are synthesized by
using our methods. With this viewer, users can easily specify
the virtual camera position using a mouse and fly through a real
dynamic scene.

B. Virtual View Generation From Camera-Views With Different
Focal Lengths

Fig. 17 shows another example of the appearance-based
view interpolation. In this example, the original views are
taken from two cameras with different focal lengths. In order
to avoid changing the image size of the virtual viewpoints, we
use the fixed focal length for the virtual camera. Using the
algorithm described in Section IV-E, the interpolated views are
generated with same focal length and the objects in those views
are successfully centered using the camera calibration data.
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Fig. 17. Example results of appearance based view generation, using two cameras with different focal length.

Fig. 18. GUI for displaying the virtual views. In this GUI, the drawing of the 3-D Room displays the arrangement of the cameras, selected interpolatingcameras,
and virtual view point. The selected images are shown at the bottom right, and generated virtual view is shown at the top right.
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VI. CONCLUSIONS ANDFUTURE WORK

We have presented a method for virtual view generation
from multiple image sequences, which we call the Appear-
ance-Based Virtual-View Generation of dynamic events. First
a 3-D volumetric model is recovered from multiple input views.
This 3-D model is then used to obtain correspondence between
pairs of input images enabling intermediate virtual views to
be generated by interpolation. We have definedPseudo Corre-
spondencesin order to avoid the occlusion problems. Since our
correspondences contain geometric information, virtual views
are generated at arbitrary viewpoints without losing pixels even
in occlusion regions. Virtual view generation based on Image
Based Rendering can be implemented using simple and fast
2-D image processing techniques. That is, once the correspon-
dences are derived from the 3-D model, processing time of
the virtual view generation does not depend on complexity
of the 3-D objects like other image based rendering methods.
Zooming and centering features are also implemented by using
the transformation of the disparity vectors and the viewport.
Thus the Appearance-Based Virtual-View Generation com-
bines both accuracy and flexibility in the creation of virtual
worlds from real views.

In the present method, we do not take into account the ge-
ometrical correctness of the interpolated virtual view because
we currently only use simple correspondences between images.
However, as Seitzet al.[28] pointed out in view morphing, such
simple correspondence interpolation does not correctly interpo-
late the geometry of the views. For more realistic new view gen-
eration, such correctness of the geometry has to be considered
also.

We currently interpolate new views from two views. This
means that the virtual camera can only move on the line between
the views. We plan to extend our framework to the interpolation
of three camera views to make the virtual view move on the
plane of these three cameras.
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